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MOTIVATION

 About 90 compact binary coalescences detected through O3. 
 
How can we use the most significant of these to test GR? 2



OVERVIEW OF LVK TESTS OF GR 
[THROUGH O3] 
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CONSISTENCY TESTS

•Residuals 

• IMR consistency 

• [Waveform 
reconstructions]

PARAMETERIZED TESTS

•Variations in PN coefficients/
other waveform:parameters: 
 
TIGER, FTI, spin-induced 
quadrupole 

•Modified dispersion relation 

•modified QNM frequencies: 
pSEOBNR
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ANALYSIS

(PYRING)

MODELED ECHOES
Also some multimessenger tests of speed of gravity, etc. with GW170817/GRB 170817A



SELECTION OF EVENTS FOR TESTING GR

• Each analysis has its own selection criteria of which events to analyze. 
 
There are also overall criteria to make sure that only high-significance 
events are considered: 

• Detection by at least two interferometers with a false alarm rate of less than 
1 in 1000 years in any of the offline detection pipelines used for the 
catalogue paper. 
 
For O3b, this was three modeled searches (GstLAL, MBTA, and PyCBC) and 
one minimally modeled [i.e., without templates] coherent WaveBurst (cWB) 
search. 
 
This gives 48 total BBHs, as well as 1 NSBH (GW200115_042309) and 1 BNS 
(GW170817). 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SIGNIFICANT SELECTION EFFECTS 
FAVORING GR?

• Do these criteria exclude some potential signals with a GR deviation? 
 
Probably so: The deviation could be significant enough that the signals lose significant 
SNR when filtered with GR waveforms, and/or are downranked by the signal consistency 
test. 

• The inclusion of cWB will help mitigate this—it only assumes a chirping signal, which is a 
generic prediction for compact binaries, though cWB is only sensitive to higher-mass 
binaries. 

• Also, Ghosh, NKJ-M, et al. (CQG, 2018) found that a non-GR signal with a fairly 
significant GR deviation had no signal consistency penalty and would likely be detected 
by the matched filter searches. 

• Looking towards the future, templated searches for non-GR or other exotic signals are 
starting to be developed (e.g., H. Narola et al. PRD 2023 for signals with deviation in PN 
coefficients; H. S. Chia et al. arXiv 2023 for binaries with BBH masses but nonzero tides).
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https://ui.adsabs.harvard.edu/abs/2018CQGra..35a4002G/abstract
https://ui.adsabs.harvard.edu/abs/2023PhRvD.107b4017N/abstract
https://arxiv.org/abs/2306.00050


COMBINING TOGETHER RESULTS 
FROM MANY EVENTS

• If the dependence of the GR deviation on the binary’s parameters is known, 
one can combine together the results optimally by multiplying the 
likelihoods on the deviation parameter. 
 
This is the case for the modified dispersion relation, where the dependence 
on distance is known. 
 

• One can still multiply the likelihoods for more generic tests, but this gives 
overly constraining results, in general (see, e.g., A. Zimmerman et al., PRD 
2019).
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https://ui.adsabs.harvard.edu/abs/2019PhRvD..99l4044Z/abstract
https://ui.adsabs.harvard.edu/abs/2019PhRvD..99l4044Z/abstract


COMBINING TOGETHER RESULTS 
FROM MANY EVENTS: HIERARCHICAL COMBINATION
• Alternatively, one can infer the distribution of non-GR parameters in the detected 

population hierarchically, as in Isi et al. (PRL, 2019).


• Here one infers the parameters describing the population distribution of non-GR 
parameters, currently taken to be a Gaussian for simplicity, so one infers a mean and 
variance: Both should be consistent with zero if the population is consistent with GR.


• The Gaussian distribution is in principle sufficient to detect any possible deviations from GR in the 
population—see Isi et al. (PRD, 2022) for a toy model example of inference of a very non-Gaussian 
distribution—though it is possible that a more complicated distribution might be more efficient for some 
realistic cases—this will be studied in the future. The current version is just 1d, but there will be at least a 2d 
version for O4.


• The LVK uses both likelihood multiplication and hierarchical methods to combine most 
results, for comparison.

7

3

�0.3 �0.2 �0.1 0.0 0.1 0.2 0.3
µi

0

5

10

P
D

F

��̂0

��̂1

��̂2

FIG. 2. Example hyperparameter posteriors when GR is not
the correct theory of gravity. The deviation is only present at
�p̂(j)2 = 0.1 but it is recovered both in µ2 and �0. All other
hyperparameters are consistent with GR.

lows: first, we assign a random signal-to-noise ratio
(SNR) to each event j with the expected probability

SNR(j) ⇠ 1/SNR4 [24]; then, for each �p̂(j)i , we assign a

value of �̃(j)
i proportional to 1/SNR(j); finally, we choose

a value of µ̃(j)
i consistent with �̃(j)

i by drawing it from

N (0, �̃(j)
i ), mimicking the expected scatter due to noise

in the detector. For concreteness, we consider only three
non-GR parameters �'̂i, i = 0, 1, 2. These are defined as
in [9] and are related to the parametrized post-Einsteinian
(ppE) framework of [25], as discussed in the supplement.

We set the overall scale of the �̃(j)
i ’s based on the uncer-

tainty of measurements from GW150914 data, namely
68%-level widths of 0.06, 0.3 and 0.2 for �'̂0, �'̂1 and
�'̂2 respectively [20].
Figure 1 shows the projected constraints on µi (top)

and �i (bottom) for the ppE-like coe�cients �'̂0, �'̂1 and
�'̂2 as the number of detections grows. Colored bands
represent the 1� variation over 200 simulated populations.
The dashed line is proportional to 1/

p
N and demon-

strates that bounds scale with the number of detections
as expected. Our method improves with increasing num-
ber of signals at a rate similar to the simple approach
of multiplying the likelihoods, in spite of the presence of
an additional parameter, �i. This is because µi and �i

are uncorrelated, so we can safely add �i to our model
without a↵ecting the 1/

p
N scaling of µi, and vice versa.

SIMULATION: GR IS WRONG

We now turn to the tantalizing scenario that GR dis-
agrees with experiment. In such a case, we should gen-

erally expect the deviation from GR to manifest itself in
multiple �p̂i’s, even if it intrinsically occurs at a specific
post-Newtonian (PN) order [17, 26]. This is because the
phenomenological e↵ect of modifications at di↵erent PN
orders are not necessarily orthogonal, introducing degen-
eracies in our measurement. Consequently, a deviation
from GR a↵ecting a given �p̂i could be measured through
the µi and �i of multiple parameters, not just the one
that is actually modified by the theory.

To demonstrate this e↵ect, we construct a simple mock
alternative theory of gravity that di↵ers from GR at the
1PN order, a↵ecting all binaries equally. This intrinsic
waveform correction is independent of source parameters,
making it amenable to multiplication of the individual
parameter likelihoods. Generally, of course, this is not the
case [5, 27]. Even with this simplifying assumption, the
measured �p̂i’s may vary in a nontrivial way with source
properties as signals with di↵erent frequency contents
may be a↵ected by the same deviation di↵erently.

Following [17], we assume that the measured non-GR
parameters �p̂i depend nontrivially on the true values
�p̂truei . Generally, such relation could always be ex-
pressed via some measurement matrix M , such that
�p̂i = M�p̂truei , where the components of M could de-
pend on the specific properties of each system. For our
example, we again consider the three ppE-like parameters
�p̂i = (�'̂0, �'̂1, �'̂2) and we imagine �p̂truei = (0, 0, 0.1),
i.e. the only parameter in which the modified theory de-
viates from GR is �'̂2. As an illustration, we arbitrarily
pick a matrix M that yields �p̂i = (1.1�2q, 0, 0.1), where
q is the mass ratio of the system. This is inspired by the
degeneracy between high and low-order PN corrections
demonstrated in [17]. Quantitative results will be highly
dependent on the true measurement matrix, though we
only wish to demonstrate the qualitative e↵ect here.

We simulate a population of observations by drawing q
uniformly from [0.1, 1], and using those values to produce
the measured parameters �p̂i. To simulate the correspond-
ing posteriors, we draw the event SNRs and add a scatter
due to noise as in the previous section. As a result of the
nontrivial dependence on q, the resulting population of
each �p̂i is not normally distributed. In spite of this, we
demonstrate that our simple Gaussian model can detect
the deviation from GR.

Figure 2 shows the posteriors for µi and �i for a pop-
ulation of 100 events. As expected, we find that the
posterior for µ2 peaks at the injected value of 0.1 and
excludes GR at the 96% credible level. Additionally, we
find that �0 is not consistent with GR at the &99.99%

credible level. This means that the scatter in �'̂(j)
0 is

too large to be accounted for by statistical noise. Indeed,

part of the scatter in �'̂(j)
0 is caused by the deviation

from GR. This illustrates that, even if we did not take
�'̂2 into account, we would have detected this deviation
from GR solely through the lower PN order coe�cient.

Inferred distributions of mean and variance for toy model populations with GR deviations in  and  from Isi et al. (PRL, 2019) δ ̂ϕ0 δ ̂ϕ2

3

0.0 0.2 0.4 0.6 0.8
�i

0

5

P
D

F

��̂0

��̂1

��̂2

FIG. 2. Example hyperparameter posteriors when GR is not
the correct theory of gravity. The deviation is only present at
�p̂(j)2 = 0.1 but it is recovered both in µ2 and �0. All other
hyperparameters are consistent with GR.

lows: first, we assign a random signal-to-noise ratio
(SNR) to each event j with the expected probability

SNR(j) ⇠ 1/SNR4 [24]; then, for each �p̂(j)i , we assign a

value of �̃(j)
i proportional to 1/SNR(j); finally, we choose

a value of µ̃(j)
i consistent with �̃(j)

i by drawing it from

N (0, �̃(j)
i ), mimicking the expected scatter due to noise

in the detector. For concreteness, we consider only three
non-GR parameters �'̂i, i = 0, 1, 2. These are defined as
in [9] and are related to the parametrized post-Einsteinian
(ppE) framework of [25], as discussed in the supplement.

We set the overall scale of the �̃(j)
i ’s based on the uncer-

tainty of measurements from GW150914 data, namely
68%-level widths of 0.06, 0.3 and 0.2 for �'̂0, �'̂1 and
�'̂2 respectively [20].
Figure 1 shows the projected constraints on µi (top)

and �i (bottom) for the ppE-like coe�cients �'̂0, �'̂1 and
�'̂2 as the number of detections grows. Colored bands
represent the 1� variation over 200 simulated populations.
The dashed line is proportional to 1/

p
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strates that bounds scale with the number of detections
as expected. Our method improves with increasing num-
ber of signals at a rate similar to the simple approach
of multiplying the likelihoods, in spite of the presence of
an additional parameter, �i. This is because µi and �i

are uncorrelated, so we can safely add �i to our model
without a↵ecting the 1/

p
N scaling of µi, and vice versa.

SIMULATION: GR IS WRONG

We now turn to the tantalizing scenario that GR dis-
agrees with experiment. In such a case, we should gen-

erally expect the deviation from GR to manifest itself in
multiple �p̂i’s, even if it intrinsically occurs at a specific
post-Newtonian (PN) order [17, 26]. This is because the
phenomenological e↵ect of modifications at di↵erent PN
orders are not necessarily orthogonal, introducing degen-
eracies in our measurement. Consequently, a deviation
from GR a↵ecting a given �p̂i could be measured through
the µi and �i of multiple parameters, not just the one
that is actually modified by the theory.

To demonstrate this e↵ect, we construct a simple mock
alternative theory of gravity that di↵ers from GR at the
1PN order, a↵ecting all binaries equally. This intrinsic
waveform correction is independent of source parameters,
making it amenable to multiplication of the individual
parameter likelihoods. Generally, of course, this is not the
case [5, 27]. Even with this simplifying assumption, the
measured �p̂i’s may vary in a nontrivial way with source
properties as signals with di↵erent frequency contents
may be a↵ected by the same deviation di↵erently.

Following [17], we assume that the measured non-GR
parameters �p̂i depend nontrivially on the true values
�p̂truei . Generally, such relation could always be ex-
pressed via some measurement matrix M , such that
�p̂i = M�p̂truei , where the components of M could de-
pend on the specific properties of each system. For our
example, we again consider the three ppE-like parameters
�p̂i = (�'̂0, �'̂1, �'̂2) and we imagine �p̂truei = (0, 0, 0.1),
i.e. the only parameter in which the modified theory de-
viates from GR is �'̂2. As an illustration, we arbitrarily
pick a matrix M that yields �p̂i = (1.1�2q, 0, 0.1), where
q is the mass ratio of the system. This is inspired by the
degeneracy between high and low-order PN corrections
demonstrated in [17]. Quantitative results will be highly
dependent on the true measurement matrix, though we
only wish to demonstrate the qualitative e↵ect here.

We simulate a population of observations by drawing q
uniformly from [0.1, 1], and using those values to produce
the measured parameters �p̂i. To simulate the correspond-
ing posteriors, we draw the event SNRs and add a scatter
due to noise as in the previous section. As a result of the
nontrivial dependence on q, the resulting population of
each �p̂i is not normally distributed. In spite of this, we
demonstrate that our simple Gaussian model can detect
the deviation from GR.

Figure 2 shows the posteriors for µi and �i for a pop-
ulation of 100 events. As expected, we find that the
posterior for µ2 peaks at the injected value of 0.1 and
excludes GR at the 96% credible level. Additionally, we
find that �0 is not consistent with GR at the &99.99%

credible level. This means that the scatter in �'̂(j)
0 is

too large to be accounted for by statistical noise. Indeed,

part of the scatter in �'̂(j)
0 is caused by the deviation

from GR. This illustrates that, even if we did not take
�'̂2 into account, we would have detected this deviation
from GR solely through the lower PN order coe�cient.

https://ui.adsabs.harvard.edu/abs/2019PhRvL.123l1101I/abstract
https://ui.adsabs.harvard.edu/abs/2022PhRvD.106b4048I/abstract
https://ui.adsabs.harvard.edu/abs/2019PhRvL.123l1101I/abstract


RESIDUALS TEST
• Subtracts the maximum likelihood waveform from the GR analysis from the data and 

computes the SNR of the residuals using BayesWave (which models the signal as a 
superposition of wavelets).


• Computes the p-value based on SNR distribution in noise background around event. 
 
 
 
 
 
 
 
 
 
 
 

• Very general test, but only sensitive to extreme deviations from GR even at relatively 
large SNRs (~50)—see NKJ-M et al. (PRD, 2022). Sensitive to more reasonable 
deviations at very large SNRs (≳75)—see Okounkova et al. (PRD, 2023). 8
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PHM [104, 105] as the GR waveform model. For each gravita-
tional wave event, in addition to calculating SNR90, additional
BAYESWAVE runs are done on two hundred randomly selected
time segments on a time window of 4096s symmetric around
the event time. This allows us to calculate p-values of residual
SNRs for individual events, which is equal to the probability
of obtaining a background value of SNR90 higher than that of
the event. We perform the analysis on all the events listed in
Table II.

The results from the residual analysis are summarized in
Table III. For each event, we have presented the SNR of
the best-fit waveform SNRGR, SNR90, fitting factor FF90 =
SNRGR /(SNR2

90 + SNR2
GR)1/2, and p-values calculated from

the background analysis. To analyze the trends between
SNR90 and SNRGR, in Fig. 1 we present the scatter of SNR90
and SNRGR. The absence of correlation between SNR90
and SNRGR in the figure indicates that data is consistent
with GR templates and the values of SNR90 depend purely
on the noise levels in the detectors at the detection of in-
dividual events. GW191222 033537 shows the highest p-
value = 1.0 with SNR90 = 4.87 and FF90 = 0.93. Even though,
GW200219 094415 has the lowest fitting factor FF90 = 0.74
with SNR90 = 10.23, its p-value = 0.1 is slightly above
the lowest p-value = 0.05 which corresponds to the event
GW200225 060421.

If the left-over coherent network SNR were purely from
detector noise, we should expect the SNR90 p-values to be
uniformly distributed within [0, 1]. To demonstrate the consis-
tency of the observed p-values with the noise (null) hypothesis,
in Fig. 2, we present a probability–probability (PP) plot of
the p-values 2. To produce the PP plot, we have considered
all the events in GWTC-3 that pass the FAR threshold. The
measurement of p-values is subjected to uncertainty due to
the finite size of background runs. If N is the total number of
background trials around an event, and if n of them produce
SNR90 greater than that of the event, then the likelihood of the
estimated p-value p̂ = n/N is a binomial function,

L ( p̂) =
 
N
n

!
pn (1 � p)N�n, (1)

where p is the true p-value [11]. Assuming uniform prior, we
can obtain posterior distribution of p-value as a Beta distribu-
tion,

P(p|N, n) = Beta(n + 1,N � n + 1) . (2)

In Fig. 2, the light-blue band around the PP curve represents
the 90% uncertainty region of the p-value posteriors. The diag-
onal dashed line denotes the prior hypothesis with surrounding
light-gray band representing 90% uncertainty region of the null
hypothesis due to the finite number of events [151, 152].

The PP plot is well with in the 90% credible region of the
null hypothesis indicating no significant deviation in the resid-
ual data from the expected incoherent noise distribution in the
individual instruments.

2 Note, however, that in [11], the equivalent plot was between the observed
p-values and the predicted p-values. See Appendix A of [11] for details.
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FIG. 1. Results of the residuals analysis (Sec. IV A). Scatter plot of
the maximum-likelihood template (SNRGR) and the upper limit on the
residual network SNR (SNR90) for each event. The colorbar denotes
the p-values of individual events. Solid (empty) circles represent the
O3b (pre-O3b) events. The O3b events with highest (lowest) p-values
are highlighted by green (purple) diamonds.

FIG. 2. Results of the residuals analysis (Sec. IV A). The blue curve
shows the fraction of events with p-values of the residual SNR less
than or equal to the abscissa (PP plot). The light-blue band represents
the 90% credible interval of the observed p-values. The diagonal
dashed line denotes the null hypothesis with the surrounding light-
grey area denoting the 90% uncertainty region of the null hypothesis
due to the finite number of events.

B. Inspiral–merger–ringdown consistency test

The IMR consistency test checks the consistency of the mass
and spin of the remnant BH inferred from the low- and high-
frequency parts of the signal. To achieve this, we divide the
GW signal into two parts in the frequency domain at the cuto↵
frequency f IMR

c which is the dominant mode GW frequency
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FIG. 2. Results of the residuals analysis (Sec. IV A). The blue curve
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B. Inspiral–merger–ringdown consistency test

The IMR consistency test checks the consistency of the mass
and spin of the remnant BH inferred from the low- and high-
frequency parts of the signal. To achieve this, we divide the
GW signal into two parts in the frequency domain at the cuto↵
frequency f IMR

c which is the dominant mode GW frequency

GWTC-3 results (LVK, arXiv 2021)
Smallest p-value of 0.05 for


GW200225_060421 

solid circles are O3b events; diamonds are extremal p-values

https://ui.adsabs.harvard.edu/abs/2022PhRvD.105d4020J/abstract
https://ui.adsabs.harvard.edu/abs/2023PhRvD.107b4046O/abstract
https://arxiv.org/abs/2112.06861


INSPIRAL-MERGER-RINGDOWN 
CONSISTENCY TEST
• Divides the signal into low- and high-frequency parts (dividing at ca. the median 

m = 2 GW frequency of the ISCO of the final black hole from the analysis of the full signal). 
These correspond roughly to the inspiral and postinspiral for the dominant 
mode of the signal. 
 
Requires sufficient SNR (> 6) in both inspiral and postinspiral, so not 
applicable to too low-mass or too high-mass signals.


• Infers the final mass and spin from each portion of the signal using a 
standard GR analysis with the restricted frequency range, and applies NR fits 
to get the final mass and spin from the binary’s individual masses and spins.


• Defines two deviation parameters that are consistent with zero in GR: 
 

9

16

TABLE III. Results of the residuals analysis (Sec. IV A). For indi-
vidual events we list the SNR of the best-fit waveform (SNRGR), 90%
credible upper limit on the remnant coherent network SNR (SNR90),
fitting factor FF90, and p-values calculate from the background analy-
sis.

Events SNRGR Residual SNR90 FF90 p-value

GW191109 010717 17.99 7.05 0.93 0.55
GW191129 134029 14.10 6.35 0.91 0.60
GW191204 171526 17.31 6.53 0.94 0.63
GW191215 223052 12.39 6.01 0.90 0.91
GW191216 213338 19.06 5.56 0.96 0.92
GW191222 033537 12.11 4.87 0.93 1.00
GW200115 042309 12.06 8.65 0.82 0.16
GW200129 065458 26.79 9.67 0.94 0.25
GW200202 154313 12.08 7.49 0.85 0.35
GW200208 130117 11.35 6.26 0.88 0.97
GW200219 094415 10.72 10.23 0.74 0.10
GW200224 222234 19.63 7.89 0.93 0.52
GW200225 060421 14.15 8.25 0.86 0.05
GW200311 115853 16.99 7.11 0.92 0.93
GW200316 215756 11.63 7.17 0.85 0.51

of the innermost stable circular orbit (ISCO) of the remnant
Kerr BH [153, 154]. The mass and spin of the remnant BH
are estimated by applying NR-calibrated fits [99, 155–158] to
the median values of the redshifted component masses, dimen-
sionless spins, and spin angles obtained using the full IMR
signal and the waveform model IMRPhenomXPHM. The low-
and high-frequency regimes roughly correspond to the inspiral
and postinspiral, respectively, of the dominant mode of the
waveform. To make sure that the two regimes of the signal
have enough information, we calculate the SNR of the inspiral
and the postinspiral parts of the waveform for each event using
their maximum a posteriori parameter values obtained from
the full IMR signal.

We analyze only those signals which have SNRs greater
than 6 in both the inspiral and the postinspiral parts. This
constraint was also used in previous studies [10, 11]. We also
impose an extra mass constraint (1 + z)M < 100 M� as in our
previous analysis of GWTC-2 events [11] to ensure enough
inspiral signal for heavier BBHs. The SNRs for the inspiral
and the postinspiral regimes of the events analyzed are given
in Table IV.

We independently estimate the posterior distributions of the
mass Mf and the dimensionless spin �f of the remnant BH from
both the inspiral and the postinspiral parts of the signal. To
constrain possible deviations from GR, two fractional deviation
parameters �Mf/M̄f and ��f/�̄f are defined, where
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, (3)

and M̄f and �̄f denote the mean values of final mass and final
spin obtained from analyzing the inspiral and postinspiral parts
of the signal, respectively. Here the superscripts denote the
inspiral (insp) and the postinspiral (postinsp) portions of the
signal. The 2D posterior distribution of these fractional de-

FIG. 3. Combined results of the IMR consistency test for BBH events
which satisfy the selection criteria (see Table IV and Appendix B).
The combined bounds are obtained assuming the same deviation
for all events. The main panel shows the 90% credible regions of
the 2D posteriors on (�Mf/M̄f ,��f/�̄f ) assuming a uniform prior,
with (0, 0) being the expected value for GR. The side panels show
the marginalized posterior on �Mf/M̄f and ��f/�̄f . The gray distri-
butions correspond to posteriors obtained by combining individual
results. The other colored traces correspond to the O3b events given
in Table IV where the color encodes the median redshifted total mass.

TABLE IV. Results from the IMR consistency test (Sec. IV B). f IMR
c

denotes the cuto↵ frequency between the inspiral and postinspiral
regimes; ⇢IMR, ⇢insp, and ⇢postinsp are the SNR in the full signal, the
inspiral part, and the postinspiral part respectively; and the GR quan-
tile Q2D

GR denotes the fraction of the reweighted posterior enclosed
by the isoprobability contour that passes through the GR value, with
smaller values indicating better consistency with GR. The results are
given only for O3b events which satisfy the selection criteria. See
Appendix B for the updated results on GWTC-2 events.

Event f IMR
c [Hz] ⇢IMR ⇢insp ⇢postinsp Q2D

GR [%]

GW200129 065458 136 25.7 20.1 16.0 1.5
GW200208 130117 98 9.9 7.2 6.8 10.5
GW200224 222234 107 19.4 14.3 13.1 20.7
GW200225 060421 213 12.9 11.1 6.6 1.3
GW200311 115853 122 17.5 13.5 11.0 15.2

viation parameters should peak around (0, 0) when the test is
applied to a signal from a quasi-circular BBH coalescence in
GR, given that we use a waveform model for such signals to
analyze the data.

The parameter estimation runs employed the IMRPhenomX-
PHM waveform with uniform priors on the redshifted com-

See Ghosh, NKJ-M, et al. (CQG, 2018) for details

https://ui.adsabs.harvard.edu/abs/2018CQGra..35a4002G/abstract
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TABLE III. Results of the residuals analysis (Sec. IV A). For indi-
vidual events we list the SNR of the best-fit waveform (SNRGR), 90%
credible upper limit on the remnant coherent network SNR (SNR90),
fitting factor FF90, and p-values calculate from the background analy-
sis.

Events SNRGR Residual SNR90 FF90 p-value

GW191109 010717 17.99 7.05 0.93 0.55
GW191129 134029 14.10 6.35 0.91 0.60
GW191204 171526 17.31 6.53 0.94 0.63
GW191215 223052 12.39 6.01 0.90 0.91
GW191216 213338 19.06 5.56 0.96 0.92
GW191222 033537 12.11 4.87 0.93 1.00
GW200115 042309 12.06 8.65 0.82 0.16
GW200129 065458 26.79 9.67 0.94 0.25
GW200202 154313 12.08 7.49 0.85 0.35
GW200208 130117 11.35 6.26 0.88 0.97
GW200219 094415 10.72 10.23 0.74 0.10
GW200224 222234 19.63 7.89 0.93 0.52
GW200225 060421 14.15 8.25 0.86 0.05
GW200311 115853 16.99 7.11 0.92 0.93
GW200316 215756 11.63 7.17 0.85 0.51

of the innermost stable circular orbit (ISCO) of the remnant
Kerr BH [153, 154]. The mass and spin of the remnant BH
are estimated by applying NR-calibrated fits [99, 155–158] to
the median values of the redshifted component masses, dimen-
sionless spins, and spin angles obtained using the full IMR
signal and the waveform model IMRPhenomXPHM. The low-
and high-frequency regimes roughly correspond to the inspiral
and postinspiral, respectively, of the dominant mode of the
waveform. To make sure that the two regimes of the signal
have enough information, we calculate the SNR of the inspiral
and the postinspiral parts of the waveform for each event using
their maximum a posteriori parameter values obtained from
the full IMR signal.

We analyze only those signals which have SNRs greater
than 6 in both the inspiral and the postinspiral parts. This
constraint was also used in previous studies [10, 11]. We also
impose an extra mass constraint (1 + z)M < 100 M� as in our
previous analysis of GWTC-2 events [11] to ensure enough
inspiral signal for heavier BBHs. The SNRs for the inspiral
and the postinspiral regimes of the events analyzed are given
in Table IV.

We independently estimate the posterior distributions of the
mass Mf and the dimensionless spin �f of the remnant BH from
both the inspiral and the postinspiral parts of the signal. To
constrain possible deviations from GR, two fractional deviation
parameters �Mf/M̄f and ��f/�̄f are defined, where
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, (3)

and M̄f and �̄f denote the mean values of final mass and final
spin obtained from analyzing the inspiral and postinspiral parts
of the signal, respectively. Here the superscripts denote the
inspiral (insp) and the postinspiral (postinsp) portions of the
signal. The 2D posterior distribution of these fractional de-
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FIG. 3. Combined results of the IMR consistency test for BBH events
which satisfy the selection criteria (see Table IV and Appendix B).
The combined bounds are obtained assuming the same deviation
for all events. The main panel shows the 90% credible regions of
the 2D posteriors on (�Mf/M̄f ,��f/�̄f ) assuming a uniform prior,
with (0, 0) being the expected value for GR. The side panels show
the marginalized posterior on �Mf/M̄f and ��f/�̄f . The gray distri-
butions correspond to posteriors obtained by combining individual
results. The other colored traces correspond to the O3b events given
in Table IV where the color encodes the median redshifted total mass.

TABLE IV. Results from the IMR consistency test (Sec. IV B). f IMR
c

denotes the cuto↵ frequency between the inspiral and postinspiral
regimes; ⇢IMR, ⇢insp, and ⇢postinsp are the SNR in the full signal, the
inspiral part, and the postinspiral part respectively; and the GR quan-
tile Q2D

GR denotes the fraction of the reweighted posterior enclosed
by the isoprobability contour that passes through the GR value, with
smaller values indicating better consistency with GR. The results are
given only for O3b events which satisfy the selection criteria. See
Appendix B for the updated results on GWTC-2 events.

Event f IMR
c [Hz] ⇢IMR ⇢insp ⇢postinsp Q2D

GR [%]

GW200129 065458 136 25.7 20.1 16.0 1.5
GW200208 130117 98 9.9 7.2 6.8 10.5
GW200224 222234 107 19.4 14.3 13.1 20.7
GW200225 060421 213 12.9 11.1 6.6 1.3
GW200311 115853 122 17.5 13.5 11.0 15.2

viation parameters should peak around (0, 0) when the test is
applied to a signal from a quasi-circular BBH coalescence in
GR, given that we use a waveform model for such signals to
analyze the data.

The parameter estimation runs employed the IMRPhenomX-
PHM waveform with uniform priors on the redshifted com-

binaries below the mass threshold, GW190814 has the
highest quantile, QGR ¼ 99.9%, but has a relatively low
SNR in the postinspiral regime and a relatively low
redshifted mass; the other notable outlier is GW170823,
QGR ¼ 93.3%, which has the lowest SNR and a relatively
high redshifted mass, ð1þ zÞM ≈ 93 M⊙. For GW190814,
the likelihood for the final spin fractional deviation shows a
notable departure from the GR value.4 However,
GW190814 was a higher mass ratio event with very small
spins, resulting in an inferred final spin of χf ∼ 0.28 [66].
As a consequence of the low SNR, the postinspiral regime
is uninformative, and the posterior is dominated by the
prior which peaks at χf ∼ 0.7. In contrast, the masses and
spins are very accurately measured in the inspiral regime
and a final spin of χf ∼ 0.28 is recovered. The apparent
departure from GR can be explained by the mismatch in the
information recovered between the two regimes.

We may interpret results from our set of observations
collectively through hierarchical models for the mass and
spin deviations, as described in Sec. III B. Here we treat
ΔMf=M̄f and Δχf=χ̄f as independent parameters; future
implementations may consider them jointly. With 90%
credibility, we constrain the population hyperparameters
ðμ; σÞ to be ð0.02þ0.11

−0.09 ; <0.17Þ and ð−0.06þ0.15
−0.16 ; <0.34Þ for

ΔMf=M̄f and Δχf=χ̄f respectively, consistent with GR
(μ ¼ σ ¼ 0) for both parameters (posteriors provided in
Appendix B). In Fig. 4, we represent the result through the
population-marginalized expectation for ΔMf=M̄f (blue)
and Δχf=χ̄f (red), as defined in Eq. (1). This measurement
constrains ΔMf=M̄f ¼ 0.02þ0.20

−0.17 and Δχf=χ̄f ¼ −0.05þ0.36
−0.41 ,

quite consistent with the expectation from GR.
If we assume that the fractional deviations take the same

value for all events, then we obtain the less-conservative
combined posterior shown in gray in Fig. 3. We find
ΔMf=M̄f ¼ −0.04þ0.08

−0.06 and Δχf=χ̄f ¼ −0.09þ0.11
−0.08 , also

consistent with the GR values.
Had we included the high-mass events discussed above

in the analysis, for which IMR tests are known to exhibit
systematic offsets, the hierarchical method would have
resulted in modest tension with GR, as discussed more fully
in Appendix B. The hierarchical method with σ ¼ 0
(assuming all events have the same deviation parameters)
does not find any inconsistency when high-mass events are
included, so we conclude that in this case the full
hierarchical method is more sensitive to these (systemat-
ics-induced) deviations from GR.
This analysis used IMRPHENOMPV2 or IMRPHENOMPV3HM

waveforms for the same events for which they were used for
the residuals analysis, given in Table II. In order to gauge

FIG. 3. Results of the IMR consistency test for the selected
BBH events with median ð1þ zÞM < 100 M⊙ (see Table IV).
The main panel shows the 90% credible regions of the posteriors
for ðΔMf=M̄f ;Δχf=χ̄fÞ assuming a uniform prior, with the cross
marking the expected value for GR. The side panels show the
marginalized posterior for ΔMf=M̄f and Δχf=χ̄f . The gray
distribution correspond to the product of all the individual
posteriors. O3a (pre-O3a) events are plotted with solid (dot–
dashed) traces. Color encodes the redshifted total mass in solar
masses, with a turnover between blue and red around the median
of the ð1þ zÞM=M⊙ distribution for the plotted events. The
results for GW190412 and GW190814 are identified by dotted
and dashed contours, respectively. The two events with contours
that do not enclose the origin are GW170823 (dot–dashed) and
GW190814 (dashed). GW190408_181802 has a multimodal
posterior that results in the small contour (blue) away from zero.

FIG. 4. Distributions for the remnant mass (blue) and spin (red)
fractional deviations, as obtained by hierarchically combining the
results in Fig. 3 (solid trace). For comparison, we also show the
result obtained using only GWTC-1 events (dot dashed trace).
The probability densities summarize our expectation for the
fraction of observed events with a given value of ΔMf=M̄f and
Δχf=χ̄f , as defined in Eq. (1). GR predicts no deviation on either
parameter (vertical dashed line). Triangles mark the GWTC-2
medians, and vertical bars the symmetric 90%-credible intervals.

4The GW190814 posterior was truncated at Δχf=χ̄f ¼ −1 in
this analysis, but we have confirmed this has no effect on QGR.

R. ABBOTT et al. PHYS. REV. D 103, 122002 (2021)

122002-10

GWTC-2 result

(LVK, PRD 2021) 

 
dot-dashed contours are for O1 and O2 events

GWTC-3 result

(LVK, arXiv 2021)

GW190814

prior-dominated

post-inspiral

https://ui.adsabs.harvard.edu/abs/2021PhRvD.103l2002A/abstract
https://arxiv.org/abs/2112.06861
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FIG. 4. Distributions on the remnant mass (blue) and spin (red)
fractional deviation parameters obtained by hierarchically combining
the GWTC-3 events (solid trace). For comparison, we also show the
results obtained using GWTC-2 (dot dashed traces) and GWTC-1
(dashed) events. The vertical dashed line shows the GR prediction.
Triangles mark the GWTC-3 medians, and vertical bars the symmetric
90%-credible intervals.

FIG. 5. Posteriors on the hyperparameters µ and � of ��f/�̄f distri-
bution. The GWTC-2 and GWTC-3 posteriors on � show a marked
deviation from zero primarily due to GW190814 posterior on ��f/�̄f
peaking away from zero. The black trace shows the posteriors for
GWTC-3 events excluding GW190814. See Appendix B for more in-
formation about these deviations. The corresponding hyperparameters
of the �Mf/M̄f distribution do not show any such deviation.

ponent masses and spins. These priors translate into nontriv-
ial priors on �Mf/M̄f and ��f/�̄f . Thus, as in the previous
analysis [11], we reweight the posteriors to obtain uniform
priors on the deviation parameters. We provide our results in
Fig. 3, where we show the 90% credible regions of the two-
dimensional posteriors on the fractional deviation parameters
for the O3b events which satisfy our selection criteria.

The reweighted posteriors on the fractional deviation param-
eters �Mf/M̄f and ��f/�̄f of individual events are interpolated
on a grid with bounds [�2, 2] for both the parameters, and

the interpolated posteriors are then multiplied to obtain the
combined posteriors. Here we assume the same deviation for
all events to obtain the combined results. As shown in gray
in Fig. 3, the combined posteriors on the fractional deviation
parameters of GWTC-3 events are consistent with the GR pre-
diction with �Mf/M̄f = �0.02+0.07

�0.06 and ��f/�̄f = �0.06+0.10
�0.07.

The two-dimensional GR quantile valuesQ2D
GR for the events are

given in Table IV.Q2D
GR is defined as the fraction of the posterior

enclosed by the isoprobabilty contour that passes through (0, 0),
the GR value. Smaller values indicate better consistency with
GR. The GR quantile of the combined distribution is 79.6%
which is similar to the value obtained for GWTC-2 (78.7%).
Among the O3b events, GW200225 060421 has the lowest
Q2D

GR value of 1.3% and GW200224 222234 has the highest
value of 20.7%.

We can also combine the results hierarchically, as discussed
in Sec. III B of our previous analysis [11]. Fig. 4 presents the
results where the fractional mass (blue) and spin (red) deviation
parameters for events from multiple observing runs are plotted
with �Mf/M̄f = 0.03+0.14

�0.13 and ��f/�̄f = �0.05+0.37
�0.38, which are

consistent with the expected values in GR. Treating �Mf/M̄f
and ��f/�̄f independently, we find that the Gaussian model pa-
rameters are constrained to (µ, �) = (0.04+0.08

�0.07, 0.05+0.10
�0.04) and

(�0.04+0.12
�0.12, 0.19+0.17

�0.13) for �Mf/M̄f and ��f/�̄f respectively,
with 90% credibility. These bounds are not significantly di↵er-
ent from the ones reported in GWTC-2 [11], except for that of
� for ��f/�̄f . It peaks significantly away from zero as shown
in Fig. 5 due to GW190814 whose updated posteriors (see
Appendix B for more details related to the updated GWTC-2
results) show marked deviation from GR. We also show the
posteriors excluding GW190814 which peak at � = 0.

V. TESTS OF GRAVITATIONAL WAVE GENERATION

A. Generic modifications

Deviations from GR, such as additional fields or higher-
curvature corrections, may alter the binary’s binding energy
and angular momentum, and its energy and angular momen-
tum flux [15, 16, 19, 20, 22, 23, 159–161]. This in turn would
result in modifications to the binary motion and, hence, to the
GW signal emitted by the system. A practical approach to
quantifying such e↵ects entails introducing a finite number of
parameters that encapsulate possible deviations of a waveform
from its GR prediction. We will focus here on parametrizations
of the frequency-domain GW phase evolution since observa-
tions are in general most sensitive to it (as opposed to changes
in the amplitude).

Small modifications to the GW phase could accumulate for
events with many detectable GW cycles and thus parametrized
tests initially focussed on the inspiral part of the waveform,
whose duration in the detector band grows for low mass bi-
naries. The inspiral can be treated perturbatively within the
post-Newtonian framework [34, 162–172], which expands ob-
servables in powers of v/c, with each O([v/c]2n) being referred
to as of nPN order. With the intrinsic parameters of the bi-
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FIG. 4. Distributions on the remnant mass (blue) and spin (red)
fractional deviation parameters obtained by hierarchically combining
the GWTC-3 events (solid trace). For comparison, we also show the
results obtained using GWTC-2 (dot dashed traces) and GWTC-1
(dashed) events. The vertical dashed line shows the GR prediction.
Triangles mark the GWTC-3 medians, and vertical bars the symmetric
90%-credible intervals.
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FIG. 5. Posteriors on the hyperparameters µ and � of ��f/�̄f distri-
bution. The GWTC-2 and GWTC-3 posteriors on � show a marked
deviation from zero primarily due to GW190814 posterior on ��f/�̄f
peaking away from zero. The black trace shows the posteriors for
GWTC-3 events excluding GW190814. See Appendix B for more in-
formation about these deviations. The corresponding hyperparameters
of the �Mf/M̄f distribution do not show any such deviation.

ponent masses and spins. These priors translate into nontriv-
ial priors on �Mf/M̄f and ��f/�̄f . Thus, as in the previous
analysis [11], we reweight the posteriors to obtain uniform
priors on the deviation parameters. We provide our results in
Fig. 3, where we show the 90% credible regions of the two-
dimensional posteriors on the fractional deviation parameters
for the O3b events which satisfy our selection criteria.

The reweighted posteriors on the fractional deviation param-
eters �Mf/M̄f and ��f/�̄f of individual events are interpolated
on a grid with bounds [�2, 2] for both the parameters, and

the interpolated posteriors are then multiplied to obtain the
combined posteriors. Here we assume the same deviation for
all events to obtain the combined results. As shown in gray
in Fig. 3, the combined posteriors on the fractional deviation
parameters of GWTC-3 events are consistent with the GR pre-
diction with �Mf/M̄f = �0.02+0.07

�0.06 and ��f/�̄f = �0.06+0.10
�0.07.

The two-dimensional GR quantile valuesQ2D
GR for the events are

given in Table IV.Q2D
GR is defined as the fraction of the posterior

enclosed by the isoprobabilty contour that passes through (0, 0),
the GR value. Smaller values indicate better consistency with
GR. The GR quantile of the combined distribution is 79.6%
which is similar to the value obtained for GWTC-2 (78.7%).
Among the O3b events, GW200225 060421 has the lowest
Q2D

GR value of 1.3% and GW200224 222234 has the highest
value of 20.7%.

We can also combine the results hierarchically, as discussed
in Sec. III B of our previous analysis [11]. Fig. 4 presents the
results where the fractional mass (blue) and spin (red) deviation
parameters for events from multiple observing runs are plotted
with �Mf/M̄f = 0.03+0.14

�0.13 and ��f/�̄f = �0.05+0.37
�0.38, which are

consistent with the expected values in GR. Treating �Mf/M̄f
and ��f/�̄f independently, we find that the Gaussian model pa-
rameters are constrained to (µ, �) = (0.04+0.08

�0.07, 0.05+0.10
�0.04) and

(�0.04+0.12
�0.12, 0.19+0.17

�0.13) for �Mf/M̄f and ��f/�̄f respectively,
with 90% credibility. These bounds are not significantly di↵er-
ent from the ones reported in GWTC-2 [11], except for that of
� for ��f/�̄f . It peaks significantly away from zero as shown
in Fig. 5 due to GW190814 whose updated posteriors (see
Appendix B for more details related to the updated GWTC-2
results) show marked deviation from GR. We also show the
posteriors excluding GW190814 which peak at � = 0.

V. TESTS OF GRAVITATIONAL WAVE GENERATION

A. Generic modifications

Deviations from GR, such as additional fields or higher-
curvature corrections, may alter the binary’s binding energy
and angular momentum, and its energy and angular momen-
tum flux [15, 16, 19, 20, 22, 23, 159–161]. This in turn would
result in modifications to the binary motion and, hence, to the
GW signal emitted by the system. A practical approach to
quantifying such e↵ects entails introducing a finite number of
parameters that encapsulate possible deviations of a waveform
from its GR prediction. We will focus here on parametrizations
of the frequency-domain GW phase evolution since observa-
tions are in general most sensitive to it (as opposed to changes
in the amplitude).

Small modifications to the GW phase could accumulate for
events with many detectable GW cycles and thus parametrized
tests initially focussed on the inspiral part of the waveform,
whose duration in the detector band grows for low mass bi-
naries. The inspiral can be treated perturbatively within the
post-Newtonian framework [34, 162–172], which expands ob-
servables in powers of v/c, with each O([v/c]2n) being referred
to as of nPN order. With the intrinsic parameters of the bi-

Black traces exclude GW190814
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PARAMETERIZED TESTS: 
TIGER AND FTI
• Constrain deviations added to the frequency-domain phase of the 

waveform 
 
Deviations are added in the PN coefficients for both TIGER and FTI and in 
the phenomenological intermediate and merger-ringdown coefficients for 
TIGER 

• TIGER [see Meidam et al. PRD (2018)] is based on IMRPhenomPv2 (with 
deviations added to IMRPhenomD before twisting up); an IMRPhenomXP-
based version will be used for O4 

• FTI [see A. K. Mehta et al. PRD (2023)] is applicable to any frequency-domain 
waveform in its dominant-mode-only version, but applied to 
SEOBNRv4_ROM in the LVK analyses. It is currently only applicable to 
SEOBNRv4HM_ROM in its higher-mode version.
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PARAMETERIZED TESTS: 
TIGER AND FTI
• TIGER allows the lower-frequency deviations to affect the higher-frequency 

parts of the waveform through the C1 matching in the IMRPhenomD 
construction. 
 
FTI tapers the deviations to zero above some frequency. 
 

• Both analyses currently only vary one testing parameter at a time. Sufficient 
to detect deviations from GR, but in general not to measure individual PN 
coefficients, even when using the leading-order deviation as the testing 
parameter (see NKJ-M et al. PRD 2022). [The postinspiral portion also affects the 
measurement of PN coefficients.] 
 
There is work on principal component analysis for multi-parameter tests 
(e.g., Saleem et al., PRD 2022).
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PARAMETERIZED TESTS: 
TIGER AND FTI
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pk → pk(1 + δ ̂pk)

PN phasing

Introduction of testing parameters

(-1PN and 0.5PN parameters normalized by


Newtonian phase coefficient)

Not all of the coefficients mentioned above will be used
in the parametrized tests. In the inspiral regime, φ5 is
completely degenerate with the phase at coalescence φc;
similarly, the pair ðσ0; σ1Þ is degenerate with ðφc; tcÞ, with
tc as the time at coalescence. The pairs ðβ0; β1Þ and ðα0; α1Þ
are set by the requirement of C1 continuity between the
different regimes. We also omit α5, which occurs in the
same term as α4, meaning that there will be some amount
of degeneracy between the two. Finally, we do not use
fσ2; σ3; σ4g, whose fractional calibration uncertainties
were larger [ða fewÞ × 10−1] than those of the other
phenomenological parameters [at most ða fewÞ × 10−2],
though all calibration uncertainties were observed to be
below measurement uncertainties for the binary black hole
coalescence detections that were made [69].
The way our parametrized tests are implemented is by

allowing for fractional deviations from the GR values for all
of the remaining coefficients pi in turn

pGR
i ðm1; m2;S1;S2Þ → ð1þ δp̂iÞpGR

i ðm1; m2;S1;S2Þ;
ð1Þ

where m1, m2 are the component masses and S1, S2 are the
component spins; one has

fδp̂igi ¼ fδφ̂0;…; δφ̂7; δφ̂5l; δφ̂6l; δβ̂2; δβ̂3; δα̂2; δα̂3; δα̂4g:
ð2Þ

We note that in GR, φ1 ≡ 0, so that as an exception, we let
δφ̂1 be an absolute rather than a relative deviation.
Including extrinsic parameters coming from the detector

response, in practice, the full parameter sets of the resulting
waveform models will be

λ⃗ ¼ ftc;φc; DL; θ;ϕ;ψ ; m1; m2; χ1; χ2; χp; θJ; α0; δp̂ig:
ð3Þ

Here, tc and φc are, respectively, the time and phase at
coalescence; DL is the luminosity distance; ðθ;ϕÞ give the
sky position; ψ is a polarization angle; m1 and m2 are the
component masses; χ1 and χ2 are spin magnitudes; and χp
is an “effective” spin precession parameter given by [68]

χp ¼ maxðA1m2
1χ1⊥; A2m2

2χ2⊥Þ
A2
1m

2
1

; ð4Þ

where A1 ¼ 2þ 3m2/2m1, A2 ¼ 2þ 3m1/2m2, and χ1⊥,
χ2⊥ are the projections of the spin vectors onto the orbital
plane, i.e., orthogonal to the direction of the orbital angular
momentum L̂ at a specific reference frequency fref. θJ is the
angle between the line of sight n̂ and the total angular
momentum Ĵ at fref , and α0 indicates the azimuthal
orientation of L̂ at fref [33].

B. Effect of testing parameters on the phase

Before going on to evaluate the sensitivity of para-
metrized tests given stellar mass BBHs as seen in the
advanced detectors, we first illustrate the effect on the
phase of varying the δp̂i. As it turns out, one of the best-
determined PN testing parameters tends to be δφ̂3; in the
intermediate regime this is δβ̂2 and in the merger-ringdown
regime it is δα̂2; these are the parameters we focus on.
Figure 2 shows how the phase as a function of frequency

varies with testing parameters Ψðδp̂i; fÞ, as well as the
difference with the phase in GR, ΔΨðδp̂i; fÞ ¼ Ψðδp̂i; fÞ−
ΨGRðfÞ, for tc ¼ φc ¼ 0. Two kinds of sources are con-
sidered, with masses and spins chosen to be the means of
the posterior density functions for the signals that were
designated GW150914 [2] and GW151226 [3]. The phases
and their differences are plotted from flow ¼ 20 Hz and up
to a frequency where the dominant ðl ¼ 2; m ¼ 2Þmode of
the ringdown signal can be safely assumed to have ended
(600 Hz for GW150914 and 800 Hz for GW151226). The
qualitative behavior is as expected given the differences
between the two. GW150914, being more massive,
had a short inspiral regime and the merger occurred at
f ∼ 130 Hz, close to the frequency where the detectors are
the most sensitive. By contrast, GW151226 had a much

FIG. 1. The three regimes of the IMRPhenomPv2 model. (Top)
The modulus of the waveform as a function of frequency for a
signal similar to GW150914. (Bottom) Fourier transform to the
time domain (top) and instantaneous frequency as a function of
time (bottom).
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 (PhenomD inspiral includes higher-order phenomenological

coefficients where there are no testing parameters added) pk ∈ {φk, φkl, αk, βk}

{α2, α3, α4}
{β2, β3}

{log f, f −3} {f −1, f 3/4,

Φ( f ) =
3

128η(πMz f )5/3

7

∑
k=0

[φk + φkl ln(πMz f )](πMz f )k/3

tan−1(af + b)}
PhenomD amplitude;


illustration from

Meidam et al. PRD (2018)
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PARAMETERIZED TESTS: 
TIGER AND FTI RESULTS FROM GWTC-2
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In Fig. 5 we show the 90% upper bounds on the absolute
magnitude of the GR violating coefficients, jδp̂ij. The
individual bounds are colored by the mean redshifted chirp
mass, ð1þ zÞM, as inferred assuming GR (Table I). The
results for GWTC-2 include all new BBHs reported in [16]
plus the BBHs reported in GWTC-1 [17], combined by
assuming a shared value of the coefficient across events
(i.e., by multiplying the individual likelihoods). Whilst the
combined results for GWTC-1 and GWTC-2 do not include
the two BNS events, GW170817 and GW190425, in Fig. 5
we show the results for GW170817 separately for com-
parison to previously published results [14].
We broadly see that lighter binaries contribute promi-

nently to our constraint on the inspiral coefficients and
heavier binaries drive the constraints on the postinspiral
coefficients. This is to be expected as more (less) of the
inspiral moves into the sensitivity of the detectors as we
decrease (increase) the mass and we suppress (enhance) the
SNR in the postinspiral. For all coefficients, bar the −1PN
and 0.5PN terms, the joint-likelihood bounds determined
using GWTC-1 and GWTC-2 BBHs improve on all
previous constraints [14,15]. The tightest bounds on the
−1PN and 0.5PN coefficients come from GW170817,
which improves on the GWTC-2 BBH constraints by a
factor of 120 and 2.2 respectively. We find that the
combined GWTC-2 results improve on the GWTC-1
constraints by a factor ∼1.9 for the inspiral coefficients
and ∼1.4 for the postinspiral coefficients respectively. This
improvement is broadly consistent with the factor expected
from the increased number of events,

ffiffiffiffiffiffiffiffiffiffi
17=5

p
≈ 1.8 for the

inspiral and
ffiffiffiffiffiffiffiffiffiffi
26=7

p
≈ 1.9 for the postinspiral respectively.

Neglecting the −1PN coefficient, we find that the 0PN term
is the best constrained parameter, jδφ̂0j≲ 4.4 × 10−2.
However, this bound is weaker than the 90% upper bound
inferred from the orbital-period derivative _Porb of the
double pulsar J0737–3039 by a factor ∼3 [2,155].

Although all results from individual events offer support
for the GR value, a small fraction of them contain δp̂i ¼ 0
only in the tails. This is the case for some of the coefficients
for GW190519_153544, GW190521_074359, GW190814,
GW190828_065509, and GW190924_021846. Yet, given
the large number of events and coefficients analyzed, this is
not surprising: for GR signals in Gaussian noise, we would
expect on average approximately 1 out of 10 independent
trials to return δp̂i ¼ 0 outside the 90%-credible level just
from statistical fluctuations.
To evaluate the set of measurements holistically, we

produce the population-marginalized distributions for each
parameter δp̂i following the method described in Sec. III B;
the result is the filled distributions in Fig. 6. These
distributions represent our best knowledge of the possible
values of the δp̂i’s from all LIGO–Virgo BBHs with
FAR < 10−3 yr−1 to date. For comparison, Fig. 6 also
shows the joint likelihoods obtained by restricting the
deviation to be the same for all events (unfilled black
distributions), which were used to derive the combined
GWTC-2 constraints in Fig. 5.
All population-marginalized distributions are consistent

with GR, with δp̂i ¼ 0 lying close to the median for most
parameters, and always within the 90% credible symmetric
interval. The medians, 90% credible intervals, and GR
quantiles QGR ¼ Pðδp̂i < 0Þ of these distributions are
presented in Table VI, together with equivalent quantities
for the joint-likelihood approach. A value of QGR signifi-
cantly different from 50% indicates that the null hypothesis
falls in the tails of the distribution. The quantiles may also
be directly translated into z-scores defined by zGR ¼
Φ−1ðQGRÞ, where Φ−1 is the inverse cumulative distribu-
tion function for a standard normal random variable.
The z-score encodes the distance of the posterior mean
away from zero in units of standard deviation (discussed
below).

FIG. 5. 90% upper bounds on the absolute magnitude of the GR violating parameters δp̂i. The left and middle panels show the −1PN
through 3.5PN inspiral coefficients, while the right panel shows the postinspiral coefficients fδβ̂i; δα̂ig. Constraints obtained from
individual events with IMRPHENOMPV2 are represented by horizontal stripes, colored by the median redshifted chirp mass ð1þ zÞM,
inferred assuming GR. Gray triangles (black wedges) mark the constraints obtained with IMRPHENOMPV2 (SEOBNRV4_ROM) when all
GWTC-2 events are combined assuming a shared deviation from GR. For reference, we show the equivalent results for GWTC-1
(IMRPHENOMPV2) and the individual constraints from GW170817 (IMRPHENOMPV2_NRTIDAL), as red and blue circles respectively.
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LVK, PRD (2021)FIG. 6. Combined GWTC-2 BBH results for parametrized violations of GR obtained from the designated events in Table V, for each
deviation parameter δp̂i (abscissa). The probability densities shown in color represent the population-marginalized expectation, Eq. (1),
obtained from a hierarchical analysis allowing independent GR deviations for each event. In contrast, the unfilled black distributions
result from restricting all events to share a common value of each parameter. Phenom (SEOB) results were obtained with
IMRPHENOMPV2 (SEOBNRV4_ROM) and are shown in blue (red); the fβi; αig coefficients are not probed with SEOB, as they are
intrinsic to Phenom waveforms. For the hierarchical results, error bars denote symmetric 90%-credible intervals and a white dashed line
marks the median. The dashed horizontal line at δp̂i ¼ 0 highlights the expected GR value.

TABLE VI. Results from parametrized tests of GW generation (Sec. VA). Combined constraints on each deviation parameter δp̂i from
the full set ofGWTC-2BBHmeasurements using the IMRPHENOMPV2 or SEOBNRV4_ROMwaveforms, as indicated by P or S respectively in
the second column. The general constraints do not assume the deviation takes the same value for all events and are summarized by the
hyperdistribution mean μ and standard deviation σ, as well as the inferred direct constraint on δp̂i (defined in Sec. III B). The restricted
constraints assume a common value of the parameter shared by all events and are summarized by the constraint on δp̂i. All quantities
represent the median and 90%-credible intervals excepting σ, for which we provide an upper limit. For both general and restricted results,
QGR is the GR quantile associated with Fig. 6.

General Restricted

p̂i WF μ σ δp̂i QGR δp̂i QGR

φ−2
½×20#

P −0.02þ0.04
−0.03 <0.08 −0.02þ0.09

−0.08 68% −0.02þ0.02
−0.02 93%

S −0.01þ0.03
−0.03 <0.07 −0.01þ0.07

−0.07 67% −0.01þ0.02
−0.02 85%

φ0 P 0.02þ0.05
−0.04 <0.09 0.02þ0.10

−0.10 33% 0.02þ0.04
−0.03 20%

S 0.01þ0.04
−0.04 <0.09 0.01þ0.10

−0.09 40% 0.01þ0.04
−0.03 35%

φ1 P 0.06þ0.14
−0.13 <0.27 0.05þ0.32

−0.29 33% 0.07þ0.10
−0.11 15%

S 0.02þ0.14
−0.13 <0.28 0.02þ0.31

−0.29 45% 0.03þ0.11
−0.10 29%

φ2 P 0.05þ0.09
−0.09 <0.17 0.04þ0.18

−0.18 28% 0.04þ0.07
−0.07 14%

S 0.03þ0.08
−0.08 <0.17 0.03þ0.18

−0.18 34% 0.03þ0.06
−0.06 22%

φ3 P −0.02þ0.05
−0.05 <0.10 −0.02þ0.11

−0.10 69% −0.03þ0.04
−0.04 90%

S −0.02þ0.05
−0.05 <0.09 −0.01þ0.10

−0.11 62% −0.02þ0.05
−0.04 71%

φ4 P 0.14þ0.44
−0.41 <0.72 0.16þ0.76

−0.77 33% 0.17þ0.36
−0.36 22%

S 0.11þ0.38
−0.38 <0.66 0.11þ0.75

−0.73 37% 0.14þ0.33
−0.36 26%

φ5l P −0.03þ0.15
−0.15 <0.27 −0.04þ0.29

−0.30 61% −0.02þ0.12
−0.15 65%

S −0.01þ0.16
−0.18 <0.33 −0.00þ0.35

−0.37 50% −0.02þ0.15
−0.15 52%

φ6 P 0.10þ0.32
−0.32 <0.56 0.10þ0.64

−0.62 36% 0.08þ0.30
−0.27 30%

S 0.06þ0.34
−0.31 <0.59 0.05þ0.71

−0.63 43% 0.05þ0.30
−0.33 41%

φ6l P −0.41þ1.07
−1.01 <1.27 −0.42þ1.67

−1.50 69% −0.80þ1.32
−1.29 84%

S −0.28þ1.04
−1.08 <1.39 −0.26þ1.68

−1.65 62% −0.47þ1.17
−1.14 75%

φ7 P 0.02þ0.70
−0.75 <1.09 0.01þ1.25

−1.29 49% −0.08þ0.75
−0.66 56%

S 0.18þ0.68
−0.69 <1.25 0.19þ1.27

−1.46 37% 0.38þ0.63
−0.81 21%

β2 P −0.06þ0.07
−0.08 <0.12 −0.06þ0.14

−0.14 79% −0.07þ0.08
−0.07 90%

β3 P −0.05þ0.08
−0.08 <0.12 −0.05þ0.14

−0.14 76% −0.05þ0.07
−0.06 90%

α2 P −0.04þ0.13
−0.15 <0.30 −0.04þ0.32

−0.33 61% −0.04þ0.11
−0.13 73%

α3 P −0.23þ0.65
−0.56 <1.10 −0.24þ1.36

−1.19 64% −0.32þ0.62
−0.55 80%

α4 P 0.11þ0.22
−0.23 <0.44 0.11þ0.46

−0.51 30% 0.10þ0.19
−0.22 21%
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FIG. 6. 90% upper bounds on the magnitude of the parametrized test coe�cients discussed in Sec. V A. The bounds were obtained with a
pipeline based on the model SEOBNRv4 ROM, combining all eligible GWTC-3 events, under the assumption that deviations take the same
value for all the events. Filled gray diamonds mark analogous results obtained with GWTC-2 data [11]; in this case, we also show bounds
obtained with a pipeline based on IMRPhenomPv2, that are marked by unfilled black diamonds. Horizontal stripes indicate constraints obtained
with individual events, with cold (warm) colors representing low (high) total mass events. The left and right panel show constraints on PN
deformation coe�cients, from �1PN to 3.5PN order. The best improvement with respect to the GWTC-2 bounds is achieved for the �1PN term,
thanks ot the inclusion of the NSBH candidate GW200115 042309.

FIG. 7. Combined GWTC-3 results for the parametrized deviation coe�cients of Sec. V A. Filled distributions represent the results obtained
hierarchically combining all events. This method allows the deviation coe�cients to assume di↵erent values for di↵erent events. Unfilled black
curves represent the distributions obtained in Fig. 6, by assuming the same value of the deviation parameters across all events. Horizontal ticks
and dashed white lines mark the 90% credible intervals and median values obtained with the hierarchical analysis.

Along with this leading-order e↵ect, we have included higher-
order PN terms that appear through the inspiral phase [167,
204] of gravitational waveform.

While Kerr BHs have  = 1 [201–203], compact stars have
a value of  that di↵ers from the BH value, determined by the
star’s mass and internal composition. Numerical simulations
of spinning neutron stars show that the value of  can vary be-
tween ⇠2 and ⇠14 for these systems [205–207]. Moreover, for
currently available models of spinning boson stars,  can have
values ⇠10–150 [208–211]. More exotic stars like gravastars
can even take negative values for  [212]. Hence, an indepen-
dent measurement of  from gravitational-wave observations
can be used to distinguish black holes from other exotic ob-

jects [213–216]. However, to fully understand the nature of
compact objects, one may also include e↵ects such as the tidal
deformations that arise due to the external gravitational field
[217–220] and tidal heating [221–226] along with the spin-
induced deformations, an extensive study of these e↵ects is not
in the scope of this paper.

For a spinning compact binary system, the coe�cients i,
i = 1, 2 represent the primary and secondary components’
spin-induced quadrupole moment parameters. The correlation
of i with the masses and spin parameters of the binary are
evident from Eq. (6), which makes the simultaneous estima-
tion of 1 and 2 hard. The higher-order terms present at the
3PN order help break this degeneracy, but are not enough to
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value for all the events. Filled gray diamonds mark analogous results obtained with GWTC-2 data [11]; in this case, we also show bounds
obtained with a pipeline based on IMRPhenomPv2, that are marked by unfilled black diamonds. Horizontal stripes indicate constraints obtained
with individual events, with cold (warm) colors representing low (high) total mass events. The left and right panel show constraints on PN
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thanks ot the inclusion of the NSBH candidate GW200115 042309.
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FIG. 7. Combined GWTC-3 results for the parametrized deviation coe�cients of Sec. V A. Filled distributions represent the results obtained
hierarchically combining all events. This method allows the deviation coe�cients to assume di↵erent values for di↵erent events. Unfilled black
curves represent the distributions obtained in Fig. 6, by assuming the same value of the deviation parameters across all events. Horizontal ticks
and dashed white lines mark the 90% credible intervals and median values obtained with the hierarchical analysis.

Along with this leading-order e↵ect, we have included higher-
order PN terms that appear through the inspiral phase [167,
204] of gravitational waveform.

While Kerr BHs have  = 1 [201–203], compact stars have
a value of  that di↵ers from the BH value, determined by the
star’s mass and internal composition. Numerical simulations
of spinning neutron stars show that the value of  can vary be-
tween ⇠2 and ⇠14 for these systems [205–207]. Moreover, for
currently available models of spinning boson stars,  can have
values ⇠10–150 [208–211]. More exotic stars like gravastars
can even take negative values for  [212]. Hence, an indepen-
dent measurement of  from gravitational-wave observations
can be used to distinguish black holes from other exotic ob-

jects [213–216]. However, to fully understand the nature of
compact objects, one may also include e↵ects such as the tidal
deformations that arise due to the external gravitational field
[217–220] and tidal heating [221–226] along with the spin-
induced deformations, an extensive study of these e↵ects is not
in the scope of this paper.

For a spinning compact binary system, the coe�cients i,
i = 1, 2 represent the primary and secondary components’
spin-induced quadrupole moment parameters. The correlation
of i with the masses and spin parameters of the binary are
evident from Eq. (6), which makes the simultaneous estima-
tion of 1 and 2 hard. The higher-order terms present at the
3PN order help break this degeneracy, but are not enough to

unfilled violins: likelihood multiplication
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PARAMETERIZED TESTS: 
MODIFIED DISPERSION
• Constrain  parameter in a phenomenological modified dispersion relation 

(generically Lorentz violating) [from Mirshekari et al., PRD (2012)] 
 
 
 

,  gives a massive graviton;   correspond to leading-
order predictions of multifractal space-time; Hořava-Lifshitz and extra 
dimensional theories, respectively. 

• The LVK thus considers  from  to  in steps of , except for , which is 
nondispersive. 

• One can also obtain this type of dispersion from dark energy theories (see 
Harry & Noller, GRG 2022), though there  is also of interest and will be 
considered in the future.
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FIG. 9. The posterior probability distribution on the spin-induced
quadrupole moment parameter, �s from the events listed in the SIM
column of Table II, passing the selection criteria described in Sec-
tion V B. The black dashed vertical line indicates the BBH value
(�s = 0). The colored vertical lines show the 90% symmetric bounds
on �s calculated from the individual events assuming a uniform prior
ranging between [�500, 500] on �s.

FIG. 10. Joint posterior probability distribution on the spin-induced
quadrupole moment parameter �s from the GWTC-3 events. Bounds
obtained by multiplying the likelihoods (restricted) and by hierarchi-
cally combining events (generic) are shown. The analysis is performed
assuming uniform prior ranging between [-500, 500] on �s.

the combined posterior and the 90% bounds are expected to
show this feature.

We also consider a case where the analysis is restricted to
only positive �s as is well motivated in the case of neutron
stars [205, 206, 215] and boson stars [208], in this case the
event provides the tightest upper limits is GW191216 213338,
with 90% credible bounds of �s < 10.65.

We show the combined posterior distribution on �s from
all the GW events passing the selection criteria in Fig. 10.
The red curve draws the posterior distribution obtained by
multiplying the likelihoods of each individual signal. In
contrast, the population-marginalized posterior from the hi-
erarchical analysis is shown in the blue curve. Dotted lines
show the 90% symmetric credible intervals, and a dashed line
marks the BBH value (�s = 0). We estimate the combined
symmetric 90% bound on �s considering GWTC-3 events
to be �s = �16.0+13.6

�16.7 and, conditional on positive values,
�s < 6.66 from the joint likelihood analysis. With 90% credi-
bility, we find �s = �26.3+45.8

�52.9 from the hierarchical analysis.

The generic population results constrain �s < 51.85 when
we restrict to positive prior region. Also, we find the hyperpa-
rameters to be consistent with the Kerr BBH hypothesis with
90% credible bounds with µ = �26.8+26.3

�34.1 and � < 41.8. Com-
pared to the previous bounds reported in [11], µ = �24.6+30.7

�35.3
and � < 52.7, the � estimate improves, meaning tighter con-
straints on �s, while the peak of the distribution is shifted
more towards the negative prior region. The shift in the peak
or µ omits the BBH value with the 90% credibility and can
be associated to the poor �s constraints on the negative side
of the prior region from the individual events, emerging from
waveform degeneracies at �s < 0 with a certain region of
the spin parameter space. A future study employing wave-
form models including higher harmonics may help break those
degeneracies and hence to improve our overall parameter es-
timation [228, 230]. Moreover, a more generic approach has
been recently proposed [230] that uses a hierarchical mixture-
likelihood formalism to estimate the fraction of events in the
population that deviated from BBH nature. With the increased
number of detections in the future, it would be more natural to
employ generic approaches that considers the population to be
comprised of BBH and non-BBH subpopulations.

The combined log Bayes factor of log10 BKerr
�s , 0 = 0.9 is

obtained supporting the BBH hypothesis over the hypothesis
of all events being non-BBH. This changes to log Bayes factor
of log10 BKerr

�s > 0 = 2.2 if we only allow �s � 0. The findings
here are all consistent with the results reported in GWTC-2 [11]
although the combined constraints are not directly compatible
due to the di↵erent selection of events.

VI. TESTS OF GRAVITATIONAL WAVE PROPAGATION

GR predicts that GWs propagate nondispersively and hence
they are described by the dispersion relation E2 = p2c2, where
E and p are the energy and momentum of the wave. Detection
of dispersion of GWs can be seen as a signature of modifica-
tions to GR. For example, some of the Lorentz violating theo-
ries of gravity predict a modified dispersion relation [45, 231–
234]. We use a parameterized model [41, 49] for dispersion of
GWs that helps search for the presence of dispersion using the
data without referring to the details of the modified theory.

Our parameterized dispersion relation reads [41]

E2 = p2c2 + A↵p↵c↵ , (9)

where A↵ and ↵ are two phenomenological parameters charac-
terizing dispersion. The modified dispersion relation causes
frequency modes of GWs to propagate at di↵erent speeds,
changing the overall phase morphology of the GW that are
observed with respect to the GR predictions. This can be incor-
porated in the waveform as frequency-dependent corrections
to its phase evolution [10, 41]. Here we assume that the wave-
form obtained in the local wave zone [235] of the system is
consistent with GR [10].

For di↵erent choices of ↵, the modified dispersion leads to
a deviation in the GR phasing formula. For example, ↵ = 0
with A↵ > 0 corresponds to the dispersion e↵ect of a massive
graviton with mass mgc2 =

p
A0 [49]. We choose to test

https://ui.adsabs.harvard.edu/abs/2012PhRvD..85b4041M/abstract
https://ui.adsabs.harvard.edu/abs/2022GReGr..54..133H/abstract
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• This gives a frequency-domain dephasing  that increases with 
increasing distance.  
 
 
The current implementation has the  dependence for  that comes from the 
particle velocity expression used in Mirshekari et al., PRD (2012). However, in O4 the LVK 
will use the group velocity expression, as in Ezquiaga et al., JCAP 2022, which gives a 
constant dephasing for —observable when including higher modes—and a rescaling 
of the other cases. 
 

• One assumes that the waveform close to the source is the same as in GR to 
a good approximation (e.g., the Yukawa length scale is constrained to be > 3 
pc in the massive graviton case). 
 

∝ Aα f α−1

log f α = 1

α = 1
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FIG. 9. The posterior probability distribution on the spin-induced
quadrupole moment parameter, �s from the events listed in the SIM
column of Table II, passing the selection criteria described in Sec-
tion V B. The black dashed vertical line indicates the BBH value
(�s = 0). The colored vertical lines show the 90% symmetric bounds
on �s calculated from the individual events assuming a uniform prior
ranging between [�500, 500] on �s.

FIG. 10. Joint posterior probability distribution on the spin-induced
quadrupole moment parameter �s from the GWTC-3 events. Bounds
obtained by multiplying the likelihoods (restricted) and by hierarchi-
cally combining events (generic) are shown. The analysis is performed
assuming uniform prior ranging between [-500, 500] on �s.

the combined posterior and the 90% bounds are expected to
show this feature.

We also consider a case where the analysis is restricted to
only positive �s as is well motivated in the case of neutron
stars [205, 206, 215] and boson stars [208], in this case the
event provides the tightest upper limits is GW191216 213338,
with 90% credible bounds of �s < 10.65.

We show the combined posterior distribution on �s from
all the GW events passing the selection criteria in Fig. 10.
The red curve draws the posterior distribution obtained by
multiplying the likelihoods of each individual signal. In
contrast, the population-marginalized posterior from the hi-
erarchical analysis is shown in the blue curve. Dotted lines
show the 90% symmetric credible intervals, and a dashed line
marks the BBH value (�s = 0). We estimate the combined
symmetric 90% bound on �s considering GWTC-3 events
to be �s = �16.0+13.6

�16.7 and, conditional on positive values,
�s < 6.66 from the joint likelihood analysis. With 90% credi-
bility, we find �s = �26.3+45.8

�52.9 from the hierarchical analysis.

The generic population results constrain �s < 51.85 when
we restrict to positive prior region. Also, we find the hyperpa-
rameters to be consistent with the Kerr BBH hypothesis with
90% credible bounds with µ = �26.8+26.3

�34.1 and � < 41.8. Com-
pared to the previous bounds reported in [11], µ = �24.6+30.7

�35.3
and � < 52.7, the � estimate improves, meaning tighter con-
straints on �s, while the peak of the distribution is shifted
more towards the negative prior region. The shift in the peak
or µ omits the BBH value with the 90% credibility and can
be associated to the poor �s constraints on the negative side
of the prior region from the individual events, emerging from
waveform degeneracies at �s < 0 with a certain region of
the spin parameter space. A future study employing wave-
form models including higher harmonics may help break those
degeneracies and hence to improve our overall parameter es-
timation [228, 230]. Moreover, a more generic approach has
been recently proposed [230] that uses a hierarchical mixture-
likelihood formalism to estimate the fraction of events in the
population that deviated from BBH nature. With the increased
number of detections in the future, it would be more natural to
employ generic approaches that considers the population to be
comprised of BBH and non-BBH subpopulations.

The combined log Bayes factor of log10 BKerr
�s , 0 = 0.9 is

obtained supporting the BBH hypothesis over the hypothesis
of all events being non-BBH. This changes to log Bayes factor
of log10 BKerr

�s > 0 = 2.2 if we only allow �s � 0. The findings
here are all consistent with the results reported in GWTC-2 [11]
although the combined constraints are not directly compatible
due to the di↵erent selection of events.

VI. TESTS OF GRAVITATIONAL WAVE PROPAGATION

GR predicts that GWs propagate nondispersively and hence
they are described by the dispersion relation E2 = p2c2, where
E and p are the energy and momentum of the wave. Detection
of dispersion of GWs can be seen as a signature of modifica-
tions to GR. For example, some of the Lorentz violating theo-
ries of gravity predict a modified dispersion relation [45, 231–
234]. We use a parameterized model [41, 49] for dispersion of
GWs that helps search for the presence of dispersion using the
data without referring to the details of the modified theory.

Our parameterized dispersion relation reads [41]

E2 = p2c2 + A↵p↵c↵ , (9)

where A↵ and ↵ are two phenomenological parameters charac-
terizing dispersion. The modified dispersion relation causes
frequency modes of GWs to propagate at di↵erent speeds,
changing the overall phase morphology of the GW that are
observed with respect to the GR predictions. This can be incor-
porated in the waveform as frequency-dependent corrections
to its phase evolution [10, 41]. Here we assume that the wave-
form obtained in the local wave zone [235] of the system is
consistent with GR [10].

For di↵erent choices of ↵, the modified dispersion leads to
a deviation in the GR phasing formula. For example, ↵ = 0
with A↵ > 0 corresponds to the dispersion e↵ect of a massive
graviton with mass mgc2 =

p
A0 [49]. We choose to test

https://ui.adsabs.harvard.edu/abs/2012PhRvD..85b4041M/abstract
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the dispersion relation for a set of eight discrete values of ↵
between 0 and 4 with a step of 0.5 excluding ↵ = 2. When
↵ = 2, the speeds of all the frequency components are modified
in the same way; therefore, the GW signal remains unchanged
from the GR prediction except for an overall change in the
time of arrival of the signal.

Our method is identical to the previous analyses performed
in GWTC-1 and GWTC-2 [10, 11], except for the use of a more
up-to-date IMRPhenomXP [105] waveform model as opposed
to the PhenomPv2 [236] waveform employed in GWTC-1
and GWTC-2 [10, 11]. We perform parameter estimation
using the nested sampling algorithm [140] as implemented
in the LALInference package [138] and obtain bounds on
the phenomenological parameters A↵ for each event. As in
the case of preceding analyses, we perform the sampling for
A↵ < 0 and A↵ > 0 separately [10, 11], and then combine the
posterior to produce the joint A↵ posterior. We choose uniform
priors for the phenomenological parameters A↵. However,
while computing the bound on the graviton mass mg, which
is derived from A0, we re-weight the posteriors such that the
prior on mg is uniform.

Propagation e↵ects are independent of the source proper-
ties. Therefore we can combine the results from individual
events to compute overall constraints over the phenomenologi-
cal dispersion parameters. We obtain the combined posterior
distributions of A↵ by multiplying the likelihoods from individ-
ual events and weighting the product with the prior.

We perform the analysis on the 12 BBH candidate events
in the catalog that are listed in Table II. Though we analyzed
GW191109 010717, the posteriors obtained were too wide to
be informative, and following the study regarding this event re-
ported in Appendix A, which finds that nonstationarities in the
detector noise could dominate over the signal, we exclude this
event from further analysis. Analysis of another BBH event,
GW200316 215756 has sampling issues and is thus excluded
from the analysis. Further, we do not include NSBH event
GW200115 042309 in this analysis due to the computational
constraints. Nonetheless, this is among the closest events in
the catalog and would have a negligible impact on the joint
bounds.

Fig. 11 shows the violin plots of joint posteriors on the
phenomenological parameters A↵ for various values of ↵,
which are obtained by combining posteriors from analysis
of individual events. The red violin plots represent the poste-
riors obtained from all 43 selected events (31 events from
pre-O3b and 12 O3b events). For some of the ↵ values,
the posteriors show biases with respect to the previous re-
sults [11] due to the inclusion of O3b events. We have identi-
fied the events GW200219 094415 and GW200225 060421 as
having the strongest impact in biasing the combined pos-
terior. These are the events with the lowest residual
SNR p-values among all the O3b events (see Table III).
GW200225 060421 shows p-value of 0.05 with fitting fac-
tor FF90 = 0.86 and GW200219 094415 has p-value = 0.1
with FF90 = 0.74. These events require detailed analysis to
understand the reasons for the observed deviations, which we
leave for follow-up work. For comparison, in Fig. 11, we
also plot the combined posteriors from all the events exclud-
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FIG. 11. Results for the modified dispersion analysis (Sec. VI). The
red violin plots show the combined posteriors of the parameter A↵
calculated from the GWTC-3 events with the error bars denoting the
90% credible intervals. For comparison, we also present the com-
bined posteriors after excluding the events GW200219 094415 and
GW200225 060421 using blue violin plots. The gray plots in the
background are the combined posteriors corresponding to GWTC-
2 [11].

ing GW200219 094415 and GW200225 060421 (blue violin
plots). These are consistent with the GWTC-2 [11] results
(gray plots in the background) and show an average improve-
ment of 1.3 over the previous results, which is in agreement
with the Gaussian expectation for improvement from 41 events
compared to 31 of GWTC-2 [11].

In Fig. 12, we present the scatter plot of 90% credible up-
per bounds on |A↵|, for A↵ > 0 and A↵ < 0 separately. In
the figure, red-filled diamond markers represent the GWTC-3
bounds. We also show the bounds from the analysis excluding
the events GW200219 094415 and GW200225 060421 in the
blue diamond markers. For quantitative comparison, we list
|A↵| bounds, including bounds on the graviton mass mg, in Ta-
ble VII. To demonstrate the level of bias in the posteriors with
respect to the GR hypothesis, we included the GR quantiles
QGR = P(A↵ < 0) in Table VII.

The updated 90% credible bound on the graviton mass
obtained by combining posteriors of 43 GWTC-3 events is
mg  1.27 ⇥ 10�23eV/c2, which is 2.5 times better than the
Solar System bound of 3.16 ⇥ 10�23 eV/c2 [237]. Compared
to the previous GWTC-2 bound 1.76 ⇥ 10�23 eV/c2 [11], the
improvement is a factor of 1.4.

VII. POLARIZATIONS

Measuring the polarization content of GWs is a way of con-
straining possible deviations from GR, as the theory allows
only two of the six polarization states predicted by generic
metric theories of gravity [50, 51]. Assuming M generic polar-
ization modes, the frequency-domain strain data d̃( f ) measured
by a network of D detectors can be written as the combination

24

TABLE VII. Results for the modified dispersion analysis (Sec. VI). The table shows 90%-credible upper bounds on the graviton mass mg and
the absolute value of the dimensionless phenomenological parameter Ā↵ = A↵/eV2�↵. QGR = P(A↵ < 0) denotes the quantiles corresponding to
GR hypothesis. The < and > labels denote the bounds on |Ā↵| for A↵ > 0 and A↵ < 0 respectively. We also included bounds computed from
GWTC-2 [10, 11] for comparison.

mg |Ā0| |Ā0.5| |Ā1| |Ā1.5| |Ā2.5| |Ā3| |Ā3.5| |Ā4|
[10�23 < > QGR < > QGR < > QGR < > QGR < > QGR < > QGR < > QGR < > QGR
eV/c2] [10�45] [%] [10�38] [%] [10�32] [%] [10�26] [%] [10�14] [%] [10�8] [%] [10�2] [%] [104] [%]

GWTC-2 1.76 1.75 1.37 66 0.46 0.28 66 1.00 0.52 79 3.35 1.47 83 1.74 2.43 31 1.08 2.17 17 0.76 1.57 12 0.64 0.88 25
GWTC-3 1.27 1.88 0.89 86 0.51 0.19 91 1.16 0.32 96 3.69 0.93 98 1.16 2.95 13 0.66 2.33 2 0.45 1.16 7 0.30 0.74 15
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FIG. 12. Results for the modified dispersion analysis (Sec. VI).
The scatter plot of 90% credible upper bounds on the modulus of
deviation parameters A↵. The one-sided bounds are computed for
positive and negative values of the parameters separately. Filled
(open) diamond markers represent the GWTC-3 bounds including
(excluding) the events GW200219 094415 and GW200225 060421.
The gray markers in the background denoted the numbers obtained
from the previous analysis [11].

of a signal s̃( f ) and noise ñ( f ), or alternatively, as

d̃( f ) = F h̃( f ) + ñ( f ), (10)

where s̃( f ) = F h̃( f ), F 2 RD⇥M are the beam pattern func-
tions of the detectors and h̃( f ) 2 CM are the signal’s polariza-
tion modes. We could interpret the gravitational-wave signal
as a geometric projection on the subspace spanned by the basis
vectors of F . By projecting the data on the subspace orthogo-
nal to these vectors, one can then construct null streams, i.e.,
linear combinations of the data containing no information on
the signal [238, 239]. Given D detectors, it is possible to con-
struct at most D � M null streams. The projection operation
can be formalized through the introduction of a null operator
P [240]

P = I � F (F †F )�1F †, (11)

where I is the identity matrix and † denotes conjugate trans-
pose. The quantities F depend on the sky location of the
signal, as well on the polarization angle and event time and, by
construction, P s̃( f ) = 0.

At least M + 1 detectors are needed to apply the null stream
method in the most generic case, although for specific sky

locations less detectors will su�ce to test certain polariza-
tion hypotheses [241, 242]. The beam pattern functions of
the breathing and longitudinal scalar modes are not linearly
independent, and thus the maximum number of independent
polarization modes is five [243, 244]. Consequently, past anal-
yses [7, 9, 11, 245] tested only pure polarization hypotheses,
as these are fully characterized by two polarisation modes at
most, and in this case it is possible to construct a null stream
with the strain measured by three detectors.

In this work, we use a method that allows tests of mixed
polarization states with 2 and 3 detectors [246]. This enables
all our events to be used to compute combined Bayes factors,
while the previous analysis [11] was restricted to 3-detector
events. The method builds upon an e↵ective antenna pattern
function F̄ 2 CD⇥L that is constructed from a subset of L < M
polarization modes. For each hypothesis to be tested, the rele-
vant polarization state is projected into the chosen basis: thus,
one orthogonalizes the data with respect to a smaller subspace
spanned by the basis modes, rather than the assumed polar-
ization modes. Each polarization mode h̃m can be rewritten
as a linear combination of the basis modes, plus an additional
orthogonal component

h̃m( f ) =
LX

k=1

Ckmh̃k,k( f ) +C?mh̃?( f ), (12)

with Ckm,C?m 2 C. We perform the null projection with respect
to the subspace spanned by the component of the beam pattern
vectors parallel to the basis mode(s). Therefore, the method is
sensitive to any component of a given polarization hypothesis
that is parallel to the chosen basis modes(s). The subspace
removed by the null projection does not need to coincide with
the polarization subspace of the hypothesis being tested.

We will conduct analyses employing either one (L = 1)
or two (L = 2) basis modes. The L = 2 parameterization
allows more freedom in the choice of the basis modes, but
at the cost of a weaker distinguishability between di↵erent
polarization hypotheses. The subspaces spanned by the beam
pattern function vectors for di↵erent hypotheses, in fact, will
generally have a larger overlap in the L = 2 than in L = 1
case. The polarization content is constrained to be a linear
combination of the basis modes and, therefore, the L = 1
analysis is expected to produce more stringent results, due to
the strongest constraints imposed on the signal. On the other
hand, the L = 2 analysis will be able to capture orthogonal
components missed by the L = 1 analysis.

Right ascension, declination and polarization angle are free

GWTC-3 results (LVK, arXiv 2021)

Red curves include all GWTC-3 events analyzed, while blue results exclude GW200219_094415 and GW200225_060421,

which have the two smallest p-values in the residuals test and were biasing the combined results

Graviton mass constrained to   at 90% credibility≤ 1.27 × 10−23 eV2/c2

https://arxiv.org/abs/2112.06861


RINGDOWN TESTS:

PYRING AND PSEOBNR
• General QNM signal: 

 
 

• pyRing [Carullo et al. PRD (2019)] is a time-domain analysis, allowing it to consider just 
the post-merger signal. It carries out various analyses, from just a damped 
sinusoid, to a template with higher modes fit to NR amplitudes (from L. London, 
PRD 2020). 
 
However, the most direct test of GR is given by the analysis that includes the 220 
and 221 QNMs (least-damped quadrupole mode and first overtone), with free mass 
and spin as well as free amplitude, phase, frequency, and damping time. 
 
This constrains deviations in the 221 frequency and damping time.


• pSEOBNR[v4HM] [A. Ghosh et al. PRD (2021)] is a frequency-domain analysis that adds 
deviations in the QNM spectrum of the SEOBNRv4HM model (currently just in the 
220 mode, both frequency and damping time), but analyzes the entire signal.
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TABLE VIII. The table summarizes the choices of basis used in the polarization test. x, ⇥, b, l, x, and y represent the plus mode, cross mode,
scalar breathing mode, scalar longitudinal mode, vector x mode, and vector y mode respectively. The first column shows the polarization
hypothesis being tested, the third column reports the number of basis modes, and the last column reports the number of free parameters that are
marginalized over in the computation of the evidence.

Hypothesis Description # of basis modes Mode(s) Basis mode(s) Free parameters

HT,1 Pure tensorial 1 +, ⇥ + 5
HV,1 Pure vectorial 1 x, y x 5
HS,1 Pure scalar 1 b b 2
HTS,1 Tensor–scalar 1 +, ⇥, b, l + 9
HTV,1 Tensor–vector 1 +, ⇥, x, y + 9
HVS,1 Vector–scalar 1 x, y, b, l x 9
HTVS,1 Tensor–vector–scalar 1 +, ⇥, b, l, x, y + 13
HT,2 Pure tensorial 2 +, ⇥ +, ⇥ 2
HV,2 Pure vectorial 2 x, y x, y 2
HTS,2 Tensor–scalar 2 +, ⇥, b, l +, b 11
HTV,2 Tensor–vector 2 +, ⇥, x, y +, x 11
HVS,2 Vector–scalar 2 x, y, b, l x, b 11
HTVS,2 Tensor–vector–scalar 2 +, ⇥, b, l, x, y +, b 19

TABLE IX. Combined log10 Bayes factors B for various polarization hypotheses against the tensor hypothesis, using both 2-detector and
3-detector events. Polarization states have been projected onto one basis-mode as detailed in Sec. VII. Positive (negative) values indicate that the
hypothesis indicated in the superscript is favored (disfavored) with respect to the tensorial hypothesis. Error bars refer to 90% credible intervals.

Events log10 BS
T log10 BV

T log10 BTS
T log10 BTV

T log10 BVS
T log10 BTVS

T

O1 �0.04 ± 0.07 0.09 ± 0.07 0.04 ± 0.07 0.09 ± 0.07 0.09 ± 0.07 0.07 ± 0.07
O2 �0.42 ± 0.12 0.04 ± 0.12 0.08 ± 0.12 0.22 ± 0.12 0.09 ± 0.12 0.35 ± 0.12
O3a �1.85 ± 0.21 �1.04 ± 0.20 0.25 ± 0.20 0.07 ± 0.20 �1.05 ± 0.20 �0.18 ± 0.20
O3b �1.93 ± 0.17 �0.79 ± 0.17 �0.17 ± 0.17 �0.07 ± 0.17 �0.86 ± 0.17 �0.32 ± 0.17

Combined �4.24 ± 0.30 �1.70 ± 0.30 0.20 ± 0.30 0.31 ± 0.30 �1.73 ± 0.30 �0.08 ± 0.30

TABLE X. Combined log10 Bayes factor B for various polarization hypotheses against the tensor hypothesis, for 3-detector events. Polarization
states been projected onto two basis-modes as explained in Sec. VII. Positive (negative) values indicate that the hypothesis indicated in the
superscript is favored (disfavored) with respect to the tensorial hypothesis. Error bars refer to 90% credible intervals.

Events log10 BV
T log10 BTS

T log10 BTV
T log10 BVS

T log10 BTVS
T

O1 � � � � �
O2 0.05 ± 0.03 0.01 ± 0.03 �0.02 ± 0.03 0.06 ± 0.03 0.01 ± 0.03
O3a �0.37 ± 0.12 �0.77 ± 0.12 �0.72 ± 0.12 �0.73 ± 0.12 �0.91 ± 0.12
O3b �0.09 ± 0.10 �0.22 ± 0.10 �0.35 ± 0.10 �0.38 ± 0.10 �0.38 ± 0.10

Combined �0.41 ± 0.16 �0.98 ± 0.16 �1.09 ± 0.16 �1.05 ± 0.16 �1.29 ± 0.16

dices (`,m) represent the angular decomposition of the modes,
whereas the index n denotes various tones of the spectrum start-

ing with n = 0. A schematic decomposition of the post-merger
signal reads [11],

h+(t) � ih⇥(t) =
+1X

`=2

X̀

m=�`

+1X

n=0

A`mn exp
"
� t � t0

(1 + z)⌧`mn

#
exp
"
�2⇡i f`mn(t � t0)

1 + z

#
�2S `mn(✓, �,�f ), (13)

whereA`mn denotes the amplitude of the mode, t0 is the start
time of the ringdown model, and z is the redshift of the source.
The frequency and the damping time of a mode characterized
by the three indices are denoted by ⌧`mn and f`mn, respectively,
while �f is the final spin. The polar and azimuthal angles (✓, �),

measured relative to the final spin axis, describe the direction
to the observer. These coordinates assume the spin of the black
hole to be along the ✓ = 0 direction. The contribution of
counter-rotating perturbations is ignored, since it’s expected to
be negligible in the post-merger regime of the signals under

https://ui.adsabs.harvard.edu/abs/2019PhRvD..99l3029C/abstract
https://ui.adsabs.harvard.edu/abs/2020PhRvD.102h4052L/abstract
https://ui.adsabs.harvard.edu/abs/2020PhRvD.102h4052L/abstract
https://ui.adsabs.harvard.edu/abs/2021PhRvD.103l4041G/abstract
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template to the data are shown in Table IX, where we
report 90% credible intervals from the marginalized
posteriors for each of these two parameters. The values
show good agreement with the results from full
IMR analyses where GR is assumed, except for
GW170814, GW190512_180714, GW190828_063405,
and GW190910_112807, where the estimates of the damp-
ing time from the PYRING analysis are higher than the
estimates from the full IMR analyses. Nevertheless, in all
these cases the contours of the 90% credible region in the
frequency-damping time space from the two analyses
actually do overlap. We observed that events with low
SNR in the ringdown often show overestimations of the
damping time with respect to the median value obtained
using the full IMR waveform. To assess whether the
overestimation is caused by detector noise fluctuations,
we injected simulated IMR waveforms with parameters
consistent with GW190828_063405, close to the
coalescence time of the event. The injections show a
similar behavior to what was observed in the actual event,
with three out of ten injections having the injected

value lying outside the 90% credible interval of the
damping time. The same injections performed in a
zero noise configuration instead always have the pos-
terior distributions of the damping time peaking at the
injected value, suggesting that the overestimation of the
damping time is associated with the detector noise
fluctuations.

2. The PSEOBNRV4HM analysis

The PSEOBNRV4HM ringdown analysis uses a parame-
trized version of a spinning EOB waveform model with
HMs, calibrated on nonprecessing binaries [105,218]. The
analysis uses the frequency-domain likelihood function
while the waveform model is constructed in the time
domain. In this model the effective frequency and damping
time of the 220 mode are written in terms of fractional
deviations from their nominal GR values: f220 ¼ fGR220ð1þ
δf̂220Þ and τ220 ¼ τGR220ð1þ δτ̂220Þ [218], where δf̂220 and
δτ̂220 are estimated directly from the data using the
parameter inference techniques described in Sec. III, and
fGR220, τ

GR
220 are computed using the mass and spin of the BH

remnant as determined by NR fits reported in [105].
We performed this analysis only on O3a events with a

median redshifted total mass> 90 M⊙ since this analysis is
computationally expensive, and we expect these events to
give the best measurements among all the O3a events.
Table IX shows the redshifted effective frequency f220 and
the redshifted effective damping time τ220 of the 220 mode
inferred from this analysis.
The frequency and the damping time inferred from the

PSEOB analysis are also in good agreement with the full IMR
measurements that assume GR, except for GW190521,
GW190727_060333, and GW190910_112807 where the
estimates of the damping time from the PSEOB analysis are
higher than the estimates from the full IMR analyses.
Nevertheless, in all these cases the 2D 90% credible regions
do overlap. In order to better understand this issue, we
investigated possible biases due to properties of the detector
noise. We injected a set of simulated numerical relativity
signals with parameters consistent with GW190521 into
real data immediately adjacent to the event, and ran the
PSEOB analysis on them. For three out of five injections
around the event we recover posteriors that overestimate
the damping time and for which the injected GR value lies
outside the 90% credible interval, suggesting that the
overestimation of the damping time for GW190521 is a
possible artifact of noise fluctuations. A similar study was
conducted with PYRING using the damped sinusoid model
for GW190828_063405, and we also observed overesti-
mations of the damping time. This suggests that the
overestimation of the damping time is a common system-
atic error for low-SNR signals.
In Fig. 14, we show the 90% credible region of the joint

posterior distribution of the frequency and damping time
deviations, as well as their respective marginalized

FIG. 13. The 90% credible region of the joint posterior
distribution of the fractional deviations of the frequency δf̂221
and the damping time δτ̂221, and their marginalized posterior
distributions, for the l ¼ jmj ¼ 2; n ¼ 1 mode from the PYRING

analysis, where we allow both the frequency and the damping
time of the 221 mode to deviate from the GR predictions. Here we
show measurements from individual events where the data prefer
the waveform model with both the fundamental and the first
overtone (n ¼ 0, 1) modes over the model with only the n ¼ 0
fundamental mode. The measurements of the fractional deviation
of the frequency from individual events, and as a set of
measurements (using all 17 events), both show consistency with
GR. The fractional deviation of the damping time is mostly
unconstrained.
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through the potential barrier and escape [242–247].
Detecting these GW echoes would be clear evidence of
the existence of these proposed ECOs [248–250], though
there are still no full and viable models of ECOs that
produce echoes [247,251–254].
We employ a template-based approach [255] that uses

the model proposed in [256] to search for GW echoes. The
waveform model takes the ringdown part of an IMR
waveform and repeats the modulated ringdown waveform
according to five additional echo parameters which control
the relative amplitude of the echoes, the damping factor
between each echo, the start time of ringdown, the time of
the first echo with respect to the merger, and the time delay
between each echo. We adopt a uniform prior for each of
the echo parameters. We used IMRPHENOMPV2 as the IMR
waveform approximant for all the events we analyzed
except for GW190521 where NRSUR7DQ4 was used instead.
The pipeline computes the log Bayes factor log10 BIMRE

IMR of
the data being describable by an inspiral-merger-ringdown-
echoes (IMRE) waveform versus an IMR waveform and
uses it as the detection statistic to identify the existence of
echoes in the data.
We analyze 31 BBH signals from GWTC-2 passing our

false-alarm rate threshold (see Sec. II and Table I) and

report the search results of GW echoes in Table X.11 No
statistically significant evidence of echoes was found in the
data; it was reported in [255] that for detector noise
fluctuations typical for O1, a detection threshold for
log10 BIMRE

IMR was found to be roughly 2.48 by empirically
constructing the background distribution of the Bayes
factor if we require the false-alarm probability to be
≲3 × 10−7. The event GW190915_235702 has the highest
log10 BIMRE

IMR of merely 0.17, which indicates negligible
support for the presence of GW echoes in the data. While
we did not present the Bayes factor for GW151012 and
GW170729 here as their corresponding FARs are above the
threshold, the results are consistent with no significant
evidence of echoes being found in the data. The null results
for O1 and O2 events are consistent with what was reported
in [255,257–261]. The posterior distributions of the extra
echo parameters mostly recover their corresponding prior
distributions, consistent with the fact that we did not detect
any echoes in the data.

VIII. POLARIZATIONS

Generic metric theories of gravity may allow up to six
GW polarizations [262,263]. These correspond to the two
tensor modes (helicity !2) allowed in GR, plus two
additional vector modes (helicity !1), and two scalar
modes (helicity 0). The polarization content of a GW is
imprinted in the relative amplitudes of the outputs at

FIG. 14. The 90% credible region of the joint posterior
distribution of the fractional deviations of the frequency δf̂220
and the damping time δτ̂220, and their marginalized posterior
distributions, for the l ¼ jmj ¼ 2; n ¼ 0 mode from the
PSEOBNRV4HM analysis. We only include events that have
SNR > 8 in both the inspiral and postinspiral stage in this plot
where we have sufficient information to break the degeneracy
between the binary total mass and the fractional deviation
parameters in the absence of measurable HMs. The measure-
ments of the fractional deviations for individual events, and as a
set of measurements, both show consistency with GR.

TABLE X. Results of search for GW echoes. A positive value
of the log Bayes factor log10 BIMRE

IMR indicates a preference for the
IMRE model over the IMR model, while a negative value of the
log Bayes factor suggests instead a preference for the IMR model
over the IMRE model.

Event log10 BIMRE
IMR Event log10 BIMRE

IMR

GW150914 −0.57 GW170809 −0.22
GW151226 −0.08 GW170814 −0.49
GW170104 −0.53 GW170818 −0.62
GW170608 −0.44 GW170823 −0.34
GW190408_181802 −0.93 GW190706_222641 −0.10
GW190412 −1.30 GW190707_093326 0.08
GW190421_213856 −0.11 GW190708_232457 −0.87
GW190503_185404 −0.36 GW190720_000836 −0.45
GW190512_180714 −0.56 GW190727_060333 0.01
GW190513_205428 −0.03 GW190728_064510 0.01
GW190517_055101 0.16 GW190828_063405 0.10
GW190519_153544 −0.10 GW190828_065509 −0.01
GW190521 −1.82 GW190910_112807 −0.22
GW190521_074359 −0.72 GW190915_235702 0.17
GW190602_175927 0.13 GW190924_021846 −0.03
GW190630_185205 0.08

11We do not analyze GW190814 because the long data
segment and high sampling rate it requires makes the analysis
prohibitively expensive.
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(LVK, arXiv 2021)
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MODELED ECHOES TEST
• Look for possible echoes following the merger 

using the Abedi et al. (PRD, 2017) template. 
Employed for GWTC-2.


• This analyzes the full signal and repeats the 
merger-ringdown portion to give the echoes, with 
five additional parameters:


• The relative amplitude of the first echo to the 
merger


• The damping factor between echoes


• The start time of ringdown


• The delay from merger to the first echo.


• The time delay between echoes.


• Performs Bayesian model comparison with GR 
model. 22

through the potential barrier and escape [242–247].
Detecting these GW echoes would be clear evidence of
the existence of these proposed ECOs [248–250], though
there are still no full and viable models of ECOs that
produce echoes [247,251–254].
We employ a template-based approach [255] that uses

the model proposed in [256] to search for GW echoes. The
waveform model takes the ringdown part of an IMR
waveform and repeats the modulated ringdown waveform
according to five additional echo parameters which control
the relative amplitude of the echoes, the damping factor
between each echo, the start time of ringdown, the time of
the first echo with respect to the merger, and the time delay
between each echo. We adopt a uniform prior for each of
the echo parameters. We used IMRPHENOMPV2 as the IMR
waveform approximant for all the events we analyzed
except for GW190521 where NRSUR7DQ4 was used instead.
The pipeline computes the log Bayes factor log10 BIMRE

IMR of
the data being describable by an inspiral-merger-ringdown-
echoes (IMRE) waveform versus an IMR waveform and
uses it as the detection statistic to identify the existence of
echoes in the data.
We analyze 31 BBH signals from GWTC-2 passing our

false-alarm rate threshold (see Sec. II and Table I) and

report the search results of GW echoes in Table X.11 No
statistically significant evidence of echoes was found in the
data; it was reported in [255] that for detector noise
fluctuations typical for O1, a detection threshold for
log10 BIMRE

IMR was found to be roughly 2.48 by empirically
constructing the background distribution of the Bayes
factor if we require the false-alarm probability to be
≲3 × 10−7. The event GW190915_235702 has the highest
log10 BIMRE

IMR of merely 0.17, which indicates negligible
support for the presence of GW echoes in the data. While
we did not present the Bayes factor for GW151012 and
GW170729 here as their corresponding FARs are above the
threshold, the results are consistent with no significant
evidence of echoes being found in the data. The null results
for O1 and O2 events are consistent with what was reported
in [255,257–261]. The posterior distributions of the extra
echo parameters mostly recover their corresponding prior
distributions, consistent with the fact that we did not detect
any echoes in the data.

VIII. POLARIZATIONS

Generic metric theories of gravity may allow up to six
GW polarizations [262,263]. These correspond to the two
tensor modes (helicity !2) allowed in GR, plus two
additional vector modes (helicity !1), and two scalar
modes (helicity 0). The polarization content of a GW is
imprinted in the relative amplitudes of the outputs at

FIG. 14. The 90% credible region of the joint posterior
distribution of the fractional deviations of the frequency δf̂220
and the damping time δτ̂220, and their marginalized posterior
distributions, for the l ¼ jmj ¼ 2; n ¼ 0 mode from the
PSEOBNRV4HM analysis. We only include events that have
SNR > 8 in both the inspiral and postinspiral stage in this plot
where we have sufficient information to break the degeneracy
between the binary total mass and the fractional deviation
parameters in the absence of measurable HMs. The measure-
ments of the fractional deviations for individual events, and as a
set of measurements, both show consistency with GR.

TABLE X. Results of search for GW echoes. A positive value
of the log Bayes factor log10 BIMRE

IMR indicates a preference for the
IMRE model over the IMR model, while a negative value of the
log Bayes factor suggests instead a preference for the IMR model
over the IMRE model.

Event log10 BIMRE
IMR Event log10 BIMRE

IMR

GW150914 −0.57 GW170809 −0.22
GW151226 −0.08 GW170814 −0.49
GW170104 −0.53 GW170818 −0.62
GW170608 −0.44 GW170823 −0.34
GW190408_181802 −0.93 GW190706_222641 −0.10
GW190412 −1.30 GW190707_093326 0.08
GW190421_213856 −0.11 GW190708_232457 −0.87
GW190503_185404 −0.36 GW190720_000836 −0.45
GW190512_180714 −0.56 GW190727_060333 0.01
GW190513_205428 −0.03 GW190728_064510 0.01
GW190517_055101 0.16 GW190828_063405 0.10
GW190519_153544 −0.10 GW190828_065509 −0.01
GW190521 −1.82 GW190910_112807 −0.22
GW190521_074359 −0.72 GW190915_235702 0.17
GW190602_175927 0.13 GW190924_021846 −0.03
GW190630_185205 0.08

11We do not analyze GW190814 because the long data
segment and high sampling rate it requires makes the analysis
prohibitively expensive.

TESTS OF GENERAL RELATIVITY WITH BINARY BLACK … PHYS. REV. D 103, 122002 (2021)

122002-25

GWTC-2 results

LVK, PRD (2021) 

 
Negative numbers favor GR

https://ui.adsabs.harvard.edu/abs/2017PhRvD..96h2004A/abstract
https://ui.adsabs.harvard.edu/abs/2021PhRvD.103l2002A/abstract


UNMODELED ECHOES TEST
• Uses BayesWave, with combs of decaying 

sine-Gaussians as the basis functions; see 
K. W. Tsang et al. (PRD, 2018). Employed for 
GWTC-3.


• Sine-Gaussians have amplitude, central 
frequency, damping time, and phase as 
parameters.


• There are also echo parameters: 
 
- Time delay for the first echo 
 
- Time separation of the sine-Gaussians 
 
- Phase difference 
 
- Amplitude damping factor 
 
- Broadening factor


• Compares the signal-to-noise Bayes factor 
to the background around the event to 
obtain a p-value. 23
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TABLE XIV. Results of the echoes analysis (Sec. VIII B). List of
p-values for signal to noise Bayes Factor BS

N for the events that
are analysed. In the absence of any echoes signal these should be
uniformly distributed between [0, 1]. Fig. 15 shows the corresponding
PP plot with 90% credible intervals superimposed on it. There is no
evidence for the presence of echoes.

Event p-value

GW191109 010717 0.35
GW191129 134029 0.35
GW191204 171526 0.37
GW191215 223052 0.23
GW191216 213338 0.88
GW191222 033537 0.89
GW200115 042309 0.44
GW200129 065458 0.33
GW200202 154313 0.43
GW200208 130117 0.24
GW200219 094415 0.18
GW200224 222234 0.59
GW200225 060421 0.69
GW200311 115853 0.42
GW200316 215756 0.27

IX. CONCLUSIONS AND OUTLOOK

Gravitational-wave observations provide a unique tool to test
fundamental physics. The strongly gravitating, highly dynam-
ical and radiative spacetime associated with the late inspiral,
merger and ringdown of compact binaries facilitates tests of
general relativity in a regime that is unaccessible otherwise.
Binary black holes and binary neutron star mergers observed
in the past observing runs already set limits on possible de-
viations from GR [3, 6, 7, 9–11, 79, 99, 242, 259, 266–269].
Here we discuss a pool of tests aimed at unearthing deviations
from GR using the events detected during the second part of
the third observing run of advanced LIGO and advanced Virgo.
We perform ten tests of GR on the 15 events that have a false
alarm rate less than 10�3 yr�1. These tests are the same ones
as in the previous analysis [11], except with the following
updates. Our search for post-merger echoes is morphology-
independent in this paper and the method to test for non-GR
polarization modes is refined to address mixed polarizations
as opposed to scalar-only, vector-only, and tensor-only hy-
potheses as was the case in [11]. Furthermore, some of the
tests rely on more up-to-date waveforms; in the residuals and
inspiral-merger-consistency tests, we account for higher order
multipole moments for all the events from the second part of
the third observing run.

We subtract the maximum-likelihood GR waveform from
the data to verify the consistency of the residuals with detector
noise, thereby showing the consistency of the signals in the
data with GR. Independent estimates of the mass and spin of
the merger remants, from the inspiral and postinspiral parts
of the waveform for di↵erent events show mutual consistency.
The fractional changes in the final mass and spin from this
test, assuming they take the same values for all the events
and combining all the events analyzed so far, are constrained

FIG. 15. Results of the echoes analysis (Sec. VIII B). Plot of fraction
of events for which the echoes signal-to-noise p-value is less than or
equal to the abscissa. The light-blue band represents the 90% credible
interval of the observed p-values, while the diagonal dashed line is
expectation from the null hypothesis. The light-gray band around
the diagonal line represents the 90% uncertainty band of the null
hypothesis.

to �Mf/M̄f = �0.02+0.07
�0.06 and ��f/�̄f = �0.06+0.10

�0.07 at 90%
credibility.

Tests aimed at looking for parametrized departures from GR
in the post-Newtonian phasing coe�cients all find consistency
with GR within the statistical uncertainties. The most well-
constrained parameter is the absolute value of the �1PN coe�-
cient, which is bound to  7.3⇥10�4 at 90% credibility, assum-
ing its value is the same for all the events. As certain modified
theories of gravity predict dispersion of GWs, we searched for
this e↵ect and found no evidence for dispersion. The bound
on the graviton mass is updated to mg  1.27 ⇥ 10�23eV/c2,
at 90% credibility. A general metric theory of gravity admits
up to six modes of GW polarization. We searched for non-GR
polarization modes and found no signature of such modes.

Analyses to measure the spin-induced quadrupole moments
of the binary components found no signatures of exotic com-
pact objects. Further, tests for deviations from GR in the
ringdown of the remnant black hole were carried out using
two independent methods and the frequency deviation parame-
ters are constrained to � f̂221 = 0.01+0.27

�0.28 and � f̂220 = 0.02+0.07
�0.07,

at 90% credibility, by hierarchically combining the results
from the events that are analyzed. We also found no evidence
for post-merger echoes from the merger remnant from our
morphology-independent search.

Future observing runs with improved detector sensitivities
will provide a larger catalog of compact binary observations
and events with larger SNR. These observations will enable us
to carry out more stringent tests of GR in parts of the parameter
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TABLE XIV. Results of the echoes analysis (Sec. VIII B). List of
p-values for signal to noise Bayes Factor BS

N for the events that
are analysed. In the absence of any echoes signal these should be
uniformly distributed between [0, 1]. Fig. 15 shows the corresponding
PP plot with 90% credible intervals superimposed on it. There is no
evidence for the presence of echoes.

Event p-value

GW191109 010717 0.35
GW191129 134029 0.35
GW191204 171526 0.37
GW191215 223052 0.23
GW191216 213338 0.88
GW191222 033537 0.89
GW200115 042309 0.44
GW200129 065458 0.33
GW200202 154313 0.43
GW200208 130117 0.24
GW200219 094415 0.18
GW200224 222234 0.59
GW200225 060421 0.69
GW200311 115853 0.42
GW200316 215756 0.27

IX. CONCLUSIONS AND OUTLOOK

Gravitational-wave observations provide a unique tool to test
fundamental physics. The strongly gravitating, highly dynam-
ical and radiative spacetime associated with the late inspiral,
merger and ringdown of compact binaries facilitates tests of
general relativity in a regime that is unaccessible otherwise.
Binary black holes and binary neutron star mergers observed
in the past observing runs already set limits on possible de-
viations from GR [3, 6, 7, 9–11, 79, 99, 242, 259, 266–269].
Here we discuss a pool of tests aimed at unearthing deviations
from GR using the events detected during the second part of
the third observing run of advanced LIGO and advanced Virgo.
We perform ten tests of GR on the 15 events that have a false
alarm rate less than 10�3 yr�1. These tests are the same ones
as in the previous analysis [11], except with the following
updates. Our search for post-merger echoes is morphology-
independent in this paper and the method to test for non-GR
polarization modes is refined to address mixed polarizations
as opposed to scalar-only, vector-only, and tensor-only hy-
potheses as was the case in [11]. Furthermore, some of the
tests rely on more up-to-date waveforms; in the residuals and
inspiral-merger-consistency tests, we account for higher order
multipole moments for all the events from the second part of
the third observing run.

We subtract the maximum-likelihood GR waveform from
the data to verify the consistency of the residuals with detector
noise, thereby showing the consistency of the signals in the
data with GR. Independent estimates of the mass and spin of
the merger remants, from the inspiral and postinspiral parts
of the waveform for di↵erent events show mutual consistency.
The fractional changes in the final mass and spin from this
test, assuming they take the same values for all the events
and combining all the events analyzed so far, are constrained
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FIG. 15. Results of the echoes analysis (Sec. VIII B). Plot of fraction
of events for which the echoes signal-to-noise p-value is less than or
equal to the abscissa. The light-blue band represents the 90% credible
interval of the observed p-values, while the diagonal dashed line is
expectation from the null hypothesis. The light-gray band around
the diagonal line represents the 90% uncertainty band of the null
hypothesis.

to �Mf/M̄f = �0.02+0.07
�0.06 and ��f/�̄f = �0.06+0.10

�0.07 at 90%
credibility.

Tests aimed at looking for parametrized departures from GR
in the post-Newtonian phasing coe�cients all find consistency
with GR within the statistical uncertainties. The most well-
constrained parameter is the absolute value of the �1PN coe�-
cient, which is bound to  7.3⇥10�4 at 90% credibility, assum-
ing its value is the same for all the events. As certain modified
theories of gravity predict dispersion of GWs, we searched for
this e↵ect and found no evidence for dispersion. The bound
on the graviton mass is updated to mg  1.27 ⇥ 10�23eV/c2,
at 90% credibility. A general metric theory of gravity admits
up to six modes of GW polarization. We searched for non-GR
polarization modes and found no signature of such modes.

Analyses to measure the spin-induced quadrupole moments
of the binary components found no signatures of exotic com-
pact objects. Further, tests for deviations from GR in the
ringdown of the remnant black hole were carried out using
two independent methods and the frequency deviation parame-
ters are constrained to � f̂221 = 0.01+0.27

�0.28 and � f̂220 = 0.02+0.07
�0.07,

at 90% credibility, by hierarchically combining the results
from the events that are analyzed. We also found no evidence
for post-merger echoes from the merger remnant from our
morphology-independent search.

Future observing runs with improved detector sensitivities
will provide a larger catalog of compact binary observations
and events with larger SNR. These observations will enable us
to carry out more stringent tests of GR in parts of the parameter

GWTC-3 result

(LVK, arXiv 2021)

https://ui.adsabs.harvard.edu/abs/2018PhRvD..98b4023T/abstract
https://arxiv.org/abs/2112.06861


SUMMARY
• There are a considerable variety of tests of GR carried out by the LVK (and 

even more proposed for O4).


• These are all null tests of one sort of another—none is testing a specific theory


• However, in addition to basic consistency tests, they cover a considerable 
variety of possible deviations from GR:


• Parameterized deviations in the waveform’s phasing (e.g., in PN 
coefficients)


• Dispersive propagation


• Additional polarizations


• Modified QNM spectrum


• Post-merger echoes


• So far, all results are consistent with GR 24



PROSPECTS FOR O4

25



TESTING GR GROUP

MOCK DATA CHALLENGES

• Check the performance of the analyses proposed for O4 on:


• GR signals (to test systematics) - input from Geraint


• non-GR signals


• signals affected by glitches - led by Rico Lo, taking over from Jack Kwok, 
who did all the heavy initial work 

• Currently have GW150914-like and GW170608-like GR signals (aligned-spin 
and precessing) created with TEOBResumS v3-GIOTTO and some 
precessing SXS injections. 

• Non-GR signals are also use the same GR parameters and are based on 
TEOBResumS v3-GIOTTO.

26



TESTING GR GROUP

MOCK DATA CHALLENGES

• The glitch MDC adds the precessing waveforms to O3 noise with a glitch in 
one of the LIGO detectors recolored to the forecast O4 sensitivity 
(Gaussian noise with forecast O4 sensitivity in Virgo). 

• The other MDCs use a no-noise realization, analyzing the results with the 
forecast O4 sensitivity for the LIGO-Virgo network. 

• The forecast O4 sensitivity is a bit optimistic compared to the sensitivities 
we are currently seeing, with a BNS range of 175 Mpc for LIGO, compared to 
the current ranges of ~140 and ~150 Mpc for H1 and L1. 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RESULTS FOR GR SIGNALS: 
GW150914-LIKE ALIGNED-SPIN (SNR 42)

28

FTI, 1PNTIGER, 1PN

δφ̂2

Thanks to Elise Sänger

SEOBNRv4HM_ROM injectionThanks to Soumen Roy



RESULTS FOR GR SIGNALS: 
GW150914-LIKE PRECESSING (SNR 41)

29

FTI, 1PN IMRCT (GR quantile: 43%)

Thanks to Elise Sänger
Thanks to Mukesh Kumar Singh

δφ̂2



NON-GR SIGNALS
• General philosophy: Introduce GR deviations we are interested in testing in 

a controlled way—do not try to emulate any realistic alternative theory, but 
also try to avoid just using a deviation used in an analysis.


• Massive graviton dispersion (only case where the deviation is used in an 
analysis)


• Modified energy flux: Multiplies the  and  modes by a 
constant factor, so the modification starts at 2PN. 
 
Sets the final mass and spin self-consistently to satisfy energy and angular 
momentum balance. 
 
Two versions: One that multiplies the modes in the waveform and one that 
considers the additional energy to be lost in a field that doesn’t couple to 
GW detectors.

(3, ± 2) (4, ± 4)
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NON-GR SIGNALS (CONT.)
• Modified QNM spectrum: Uses the Kerr-Newman QNM spectrum to model 

the deviations expected in an alternative theory. Sets final mass and spin 
self-consistently. 
 

• Scalar-tensor polarizations: Add scalar polarization following the 
expectations for a scalar-tensor theory. However, does not modify the 
phasing. 
 

• Scaled BNS waveforms: Scale BNS waveforms (TEOBResumS + BAM 
hybrids) to BBH-like total masses to emulate a binary of black hole 
mimickers.
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NON-GR SIGNALS: 
GW150914-LIKE MASSIVE GRAVITON

32

TIGER, 1PN

Aligned-spin 

Graviton mass of , 
so ~20 times the constraint from all events to date 

[Chosen to give a significant deviation in many tests] 
 

, recovered by FTI, but excluded

by TIGER at high credibility 

[fixed sign of expected value compared to presented version]

2.6 × 10−22 eV2/c2

δφ̂2 ≃ 0.9

Thanks to Elise Sänger

Thanks to Mukesh Kumar Singh

Thanks to Soumen Roy

FTI, 1PN

TIGER,  ringdown parametercl
IMR consistency (GR quantile: 99.9%)



NON-GR SIGNALS: 
GW150914-LIKE MODIFIED ENERGY FLUX

33

Aligned-spin, factor 10 multiplying modes,

extra energy goes into a field that

doesn’t couple to GW detectors


 
Final mass and spin reduced by


~0.3% and ~4%, respectively,

compared to GR

GR

non-GR



NON-GR SIGNALS: 
GW150914-LIKE MODIFIED ENERGY FLUX

34

Aligned-spin, factor 10 multiplying modes,

extra energy goes into a field that doesn’t couple


to GW detectors 

Injected  excluded at very high

credibility by TIGER (FTI has not run this one)

δφ̂4 ≃ − 4.3

FTI, 1PN

(2PN also

peaks


at zero)

TIGER, 1PN

Thanks to Elise Sänger

Thanks to Soumen Roy

TIGER,  ringdown parametercl



GLITCH CASE: 
GW150914-LIKE WITH SCATTERED LIGHT

35

FTI, 1PN

pSEOBNR
Thanks to Elise Sänger

Thanks to Hector Silva



SUMMARY
• We find that the prospects for O4 are promising, with a GW150914-like 

signal giving constraints in the 1PN coefficient at the forecast sensitivity 
that are comparable to or better than those obtained from all the detections 
to date. 

• We also find that the tests are sensitive to a number of different possible 
deviations from GR. 

• However, one also has to be concerned about waveform systematics and 
the effects of glitches. 

• Thus, we look forward to the O4 TGR results, but will also need to have 
increased care.
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EXTRA SLIDES
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SIGNIFICANT SELECTION EFFECTS 
FAVORING GR?

• Ghosh, NKJ-M, et al. (CQG, 2018) found that a non-GR signal with a fairly 
significant GR deviation (~50% deviation in the 2PN coefficient + higher-order 
and post-merger modifications) had no signal consistency penalty and would 
likely be detected by the matched filter searches.

38

11

enter the !ux at second PN order (i.e. O(v4/c4), where v is the binary’s orbital velocity), 
viz the (!, m) = (3,±2), (4,±4), and (4,±2) modes, by a constant factor 

√
α2 , so that their 

contrib utions to the !ux are multiplied by α2. This also modi"es the !ux at 3PN and all higher 
PN orders. We start with the modes that "rst enter at 2PN rather than the ones that "rst enter 
at 1PN since the latter modes vanish for equal-mass nonspinning binaries, and we still want a 
nonvanishing modi"cation in this limit.

We retain the termination condition for the inspiral-plunge phase of the waveform used in 
the original code. This uses the maximum of the orbital frequency (calculated from the EOB 

Figure 4. A p versus p plot for the deviation parameters (ε := ∆Mf /M̄f , σ := ∆af /āf ) 
computed from the set of GR injections described in section 3. In each plot, the horizontal 
axis indicates a credible level, and the vertical axis indicates the fraction of events with 
the deviation parameters below the given credible level. In each plot, the gray lines are 
computed for 50 different subsets of the full population of  ∼100 events, and the red line 
correspond to the same computed using all the  ∼100 events. The left plot corresponds 
to credible intervals computed from the 2-dimensional posteriors P(ε,σ|d), while the 
middle and right plots correspond to marginalized posteriors on ε and σ, respectively. 
The diagonal lines indicate the case where the Bayesian credible levels match the 
frequentist con"dence levels.

Figure 5. The real part (darker lines) and amplitude (lighter lines) of the (2, 2) mode 
gravitational waveform from an equal-mass nonspinning binary black hole computed 
using the IHES EOB code with no modi"cation (GR) and with our modi"cation to the 
!ux with α2 = 20 (modGR). For this illustration, we have taken the total mass to be 
100M!, the distance to be 1 Gpc, and have aligned the waveforms at t = 0, which we 
have taken to correspond to a (2, 2) mode frequency of 20 Hz.
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We only inject the (2,±2) modes of the waveform here, since these are the only modes 
included in the waveform model we use for the test, as well as for the injections in section 3. 
The modi"cations to the higher modes appear in the (2,±2) modes by their effect on the 
waveform’s phasing, since the higher modes are used to compute the modi"ed energy #ux. 
We have run the test on two GR injections with higher modes in section 5.4, and found that 
the inclusion of higher modes does not bias the test in those cases.

Finally, almost all of our modi"ed GR signals will be con"dently detected by the stand-
ard matched-"lter based searches for binary black holes, which include the chi-squared dis-
criminatory test [51]. To demonstrate this, we have run the PyCBC [52] matched "lter based 
detection pipeline on these injections (using a single GR template from the SEOBNRv2_
ROM_DoubleSpin family, corresponding to the parameters of the simulated modGR signal). 
We see that the chi-squared weighted SNR recovered by the detection pipeline is close to the 
optimal SNR of the signal (see table 1 and "gure 7 for some examples). The SNR maximized 
over the full template bank is expected to be even larger than this, practically ensuring con"-
dent detections.

4.2. Results from the simulations of modi!ed GR signals

Here we demonstrate that the IMR consistency test is able to identify (at least certain types of) 
deviations from GR by performing our analysis on a population of simulated signals using the 
modi"ed GR waveforms described above. In Paper I, we have demonstrated the ability of this 
test to identify a relatively large modi"cation to the binary’s energy #ux (α2 = 400). Such a 
deviation from GR was easily detectable with high con"dence from a single observation of 
moderate SNR. Here we consider the ability of the test to discern much smaller deviations 
from GR by combining results from multiple observations. Speci"cally, we consider the same 
population of binary parameters considered to simulate the GR case in section 3 except that 

Figure 7. Time series of the matched "lter SNR, the reduced χ2 and re-weighted SNR 
from an injected modi"ed GR waveform, corresponding to the second entry in table 1. 
The re-weighted SNR is the PyCBC detection statistic and is de"ned in equation (3) of 
[52]. The injected signal is located in the data at around time −0.05 s in the plot. This 
is very similar to the analogous plot for GW150914 given in "gure 8 of [53], indicating 
that this modi"ed GR signal would be found by the PyCBC search in a way similar to 
a genuine GR signal.
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comparison finds shifts to larger mismatches for the
modified EOB, TIGER, and FTA cases, compared to the
GR cases, though not for the massive graviton case.
However, there is still considerable overlap of the posteriors
in the TIGER and FTA cases. The largest shift is seen for
the modified EOB case, and even there the posteriors have
some overlap, unlike the disjoint posteriors found in the
case with the larger GR deviation. Interestingly, the
reconstruction recovers less SNR in the modified EOB
case than the median from the GR analysis, as seen in
Fig. 8. This is presumably because the signal is more spread
out with this smaller GR deviation than in the case of the
large GR deviation, where the reconstruction found more
SNR than the GR analysis did (see Fig. 7).
The final mass and spin recovery is shown in Fig. 11. We

find the same general pattern as before, with the true values
for these quantities lying inside the 90% credible regions
for the IMR consistency test postinspiral analysis and for
the test associated with the waveform in the TIGER and
FTA cases. The true values fall just outside of the 90%
credible region in the massive graviton case with the MDR
analysis, discussed further below. The same patterns in the
recovery of the mass ratio and effective spin for the

modified EOB and massive graviton simulated observa-
tions noted above for the larger GR violations are still
present here, just with reduced amplitude. That is, the
recoveries of the modified EOB simulated observation
prefer close to equal masses and negative effective spins
to give a shorter waveform and smaller final spin, while the
recoveries of the massive graviton simulated observation
prefer unequal masses and positive effective spins, to give a
longer waveform. In fact, this preference is even seen in the
MDR A0 > 0 recovery of the massive graviton simulated
observation and likely explains the bias seen in the final
mass and spin noted above.

B. GW170608-like cases

For the GW170608-like cases, we do not consider the
IMR consistency test, since it is not applicable to these low-
mass, moderate-SNR systems, and is thus not applied to
GW170608 in [7,10,11]. The BAYESWAVE analyses are also
not as well suited to these more spread-out signals as to the
shorter GW150914-like signals considered previously, but
we show their results anyway, for comparison, since these
analyses are applied to GW170608 itself in [7,78].

FIG. 15. The waveform reconstruction and residuals analysis results on three cases of the GW150914-like simulated observations: the
Phenom GR case and the modified EOB and FTA cases with larger GR deviations. All quantities are shown here as they would appear in
the LIGO Livingston detector. The top panels show the true waveform, BAYESWAVE 90% CIs, and the LALInference 90% CI. The bottom
panels show the residual data obtained by subtracting the maximum likelihood waveform obtained by the LALInference GR analysis, and
the 90% CI obtained by analyzing the residual data using BAYESWAVE. The horizontal axis gives the time from the peak of the waveform,
and vertical axis gives the strain amplitude whitened using a filter given by the inverse amplitude spectral density of the detector noise.
The whitened strain is measured in units of the standard deviation of the noise, σnoise. Note that the disagreement between the
LALInference reconstruction and the simulated waveform increases from left to right consistent with the increase of the deviation of the
waveform morphology from GR from left to right. This is seen clearly in the bottom panels where the average amplitude of the residual
time series grows approximately by an order of magnitude in each plot.
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From NKJ-M et al. (PRD, 2022)

FIG. 1. The GW150914-like waveforms in the time domain. We show the real part of the l ¼ m ¼ 2 spin-(−2)-weighted spherical
harmonic mode of the strain, aligning the non-GR waveforms (blue) with the corresponding GR waveforms (gray) at 20 Hz, which is
also the frequency at which the plots start. The larger GR deviation is on the left, and thus those plots have a larger vertical axis range
than those on the right.
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FIG. 1. The GW150914-like waveforms in the time domain. We show the real part of the l ¼ m ¼ 2 spin-(−2)-weighted spherical
harmonic mode of the strain, aligning the non-GR waveforms (blue) with the corresponding GR waveforms (gray) at 20 Hz, which is
also the frequency at which the plots start. The larger GR deviation is on the left, and thus those plots have a larger vertical axis range
than those on the right.
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FIG. 3. Time-domain whitened waveforms in LLO for different values of ` (left to right) and injected network SNR (top to
bottom). The dashed black curve corresponds to the simulated signal, while blue and red shaded regions denote the 90%
credible intervals for the BayesWave and Bilby reconstructions respectively. The BayesWave reconstruction fully overlaps with
the injected waveform for all `, with the agreement improving with SNR. The Bilby reconstruction, on the other hand, is
inconsistent with the injected signal and the BayesWave reconstruction for sufficiently high ` and SNR. We further demonstrate
this by including a gray band showing the residual between the BayesWave and Bilby results in each panel. We compute the
residual interval point-wise in time by subtracting the maximum likelihood Bilby waveform from the bounds on the 90% credible
BayesWave interval. In the ` = 0 case, the residual is consistent with zero at each time, but as we increase the value of `, the
residual disagrees with zero at certain times, especially near the merger (note that the scale of the ordinate axis varies for each
plot). We quantitatively assess this disagreement between the BayesWave and Bilby results in Fig. 5.

Fig. 2), but the merger is moved at earlier times and
has a larger amplitude at merger. Thus, the total mass
remains approximately the same to preserve the merger
frequency but �e↵ moves to lower values, which reduces
the length of the waveform due to the reduced orbital
hang up effect arising from spin-orbit coupling. The mass
ratio q posterior remains consistent as ` changes, though it
becomes increasingly peaked, a point to which we return
later. Finally, a large �p results in large precession that
can lead to a low inspiral amplitude compared to the
merger amplitude. If the system precesses such that it

becomes more face-on at merger compared to the inspiral,
this increases the GW amplitude at merger.

Figures 6 and 7 also show that the beyond-GR posterior
distributions are more sharply peaked and more tightly
constrained than the GR posterior distributions. Indeed,
the spread in q and �p in the ` = 37 km case is 10
times smaller than the ` = 0 case. While all posteriors
narrow with increased SNR, the tighter constraints on
the posterior distributions in the beyond-GR case can be
explained by considering the intersection of iso-likelihood
contours with the signal manifold in the space of Fig. 1.
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PARAMETERIZED TESTS: 
SPIN-INDUCED QUADRUPOLE MOMENT
• Like TIGER, except allows for non-BBH values of the spin-induced quadrupole 

moment terms at 2PN through 3.5PN to give a null test of BBH nature of objects in 
binary—see Krishnendu et al. PRL (2017) and Krishnendu et al. PRD (2019). These 
are parameterized by , where the quadrupole moments are 

.


• Due to degeneracies, samples on the symmetric combination of quadrupole 
moment parameters, , setting the antisymmetric version to zero, 
so assuming . 
 

κ1,2

Q1,2 = − κ1,2 χ2
1,2m3

1,2

κs := (κ1 + κ2)/2
κ1 = κ2
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FIG. 9. The posterior probability distribution on the spin-induced
quadrupole moment parameter, �s from the events listed in the SIM
column of Table II, passing the selection criteria described in Sec-
tion V B. The black dashed vertical line indicates the BBH value
(�s = 0). The colored vertical lines show the 90% symmetric bounds
on �s calculated from the individual events assuming a uniform prior
ranging between [�500, 500] on �s.

FIG. 10. Joint posterior probability distribution on the spin-induced
quadrupole moment parameter �s from the GWTC-3 events. Bounds
obtained by multiplying the likelihoods (restricted) and by hierarchi-
cally combining events (generic) are shown. The analysis is performed
assuming uniform prior ranging between [-500, 500] on �s.

the combined posterior and the 90% bounds are expected to
show this feature.

We also consider a case where the analysis is restricted to
only positive �s as is well motivated in the case of neutron
stars [205, 206, 215] and boson stars [208], in this case the
event provides the tightest upper limits is GW191216 213338,
with 90% credible bounds of �s < 10.65.

We show the combined posterior distribution on �s from
all the GW events passing the selection criteria in Fig. 10.
The red curve draws the posterior distribution obtained by
multiplying the likelihoods of each individual signal. In
contrast, the population-marginalized posterior from the hi-
erarchical analysis is shown in the blue curve. Dotted lines
show the 90% symmetric credible intervals, and a dashed line
marks the BBH value (�s = 0). We estimate the combined
symmetric 90% bound on �s considering GWTC-3 events
to be �s = �16.0+13.6

�16.7 and, conditional on positive values,
�s < 6.66 from the joint likelihood analysis. With 90% credi-
bility, we find �s = �26.3+45.8

�52.9 from the hierarchical analysis.

The generic population results constrain �s < 51.85 when
we restrict to positive prior region. Also, we find the hyperpa-
rameters to be consistent with the Kerr BBH hypothesis with
90% credible bounds with µ = �26.8+26.3

�34.1 and � < 41.8. Com-
pared to the previous bounds reported in [11], µ = �24.6+30.7

�35.3
and � < 52.7, the � estimate improves, meaning tighter con-
straints on �s, while the peak of the distribution is shifted
more towards the negative prior region. The shift in the peak
or µ omits the BBH value with the 90% credibility and can
be associated to the poor �s constraints on the negative side
of the prior region from the individual events, emerging from
waveform degeneracies at �s < 0 with a certain region of
the spin parameter space. A future study employing wave-
form models including higher harmonics may help break those
degeneracies and hence to improve our overall parameter es-
timation [228, 230]. Moreover, a more generic approach has
been recently proposed [230] that uses a hierarchical mixture-
likelihood formalism to estimate the fraction of events in the
population that deviated from BBH nature. With the increased
number of detections in the future, it would be more natural to
employ generic approaches that considers the population to be
comprised of BBH and non-BBH subpopulations.

The combined log Bayes factor of log10 BKerr
�s , 0 = 0.9 is

obtained supporting the BBH hypothesis over the hypothesis
of all events being non-BBH. This changes to log Bayes factor
of log10 BKerr

�s > 0 = 2.2 if we only allow �s � 0. The findings
here are all consistent with the results reported in GWTC-2 [11]
although the combined constraints are not directly compatible
due to the di↵erent selection of events.

VI. TESTS OF GRAVITATIONAL WAVE PROPAGATION

GR predicts that GWs propagate nondispersively and hence
they are described by the dispersion relation E2 = p2c2, where
E and p are the energy and momentum of the wave. Detection
of dispersion of GWs can be seen as a signature of modifica-
tions to GR. For example, some of the Lorentz violating theo-
ries of gravity predict a modified dispersion relation [45, 231–
234]. We use a parameterized model [41, 49] for dispersion of
GWs that helps search for the presence of dispersion using the
data without referring to the details of the modified theory.

Our parameterized dispersion relation reads [41]

E2 = p2c2 + A↵p↵c↵ , (9)

where A↵ and ↵ are two phenomenological parameters charac-
terizing dispersion. The modified dispersion relation causes
frequency modes of GWs to propagate at di↵erent speeds,
changing the overall phase morphology of the GW that are
observed with respect to the GR predictions. This can be incor-
porated in the waveform as frequency-dependent corrections
to its phase evolution [10, 41]. Here we assume that the wave-
form obtained in the local wave zone [235] of the system is
consistent with GR [10].

For di↵erent choices of ↵, the modified dispersion leads to
a deviation in the GR phasing formula. For example, ↵ = 0
with A↵ > 0 corresponds to the dispersion e↵ect of a massive
graviton with mass mgc2 =

p
A0 [49]. We choose to test
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(�s = 0). The colored vertical lines show the 90% symmetric bounds
on �s calculated from the individual events assuming a uniform prior
ranging between [�500, 500] on �s.
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quadrupole moment parameter �s from the GWTC-3 events. Bounds
obtained by multiplying the likelihoods (restricted) and by hierarchi-
cally combining events (generic) are shown. The analysis is performed
assuming uniform prior ranging between [-500, 500] on �s.

the combined posterior and the 90% bounds are expected to
show this feature.

We also consider a case where the analysis is restricted to
only positive �s as is well motivated in the case of neutron
stars [205, 206, 215] and boson stars [208], in this case the
event provides the tightest upper limits is GW191216 213338,
with 90% credible bounds of �s < 10.65.

We show the combined posterior distribution on �s from
all the GW events passing the selection criteria in Fig. 10.
The red curve draws the posterior distribution obtained by
multiplying the likelihoods of each individual signal. In
contrast, the population-marginalized posterior from the hi-
erarchical analysis is shown in the blue curve. Dotted lines
show the 90% symmetric credible intervals, and a dashed line
marks the BBH value (�s = 0). We estimate the combined
symmetric 90% bound on �s considering GWTC-3 events
to be �s = �16.0+13.6

�16.7 and, conditional on positive values,
�s < 6.66 from the joint likelihood analysis. With 90% credi-
bility, we find �s = �26.3+45.8

�52.9 from the hierarchical analysis.

The generic population results constrain �s < 51.85 when
we restrict to positive prior region. Also, we find the hyperpa-
rameters to be consistent with the Kerr BBH hypothesis with
90% credible bounds with µ = �26.8+26.3

�34.1 and � < 41.8. Com-
pared to the previous bounds reported in [11], µ = �24.6+30.7

�35.3
and � < 52.7, the � estimate improves, meaning tighter con-
straints on �s, while the peak of the distribution is shifted
more towards the negative prior region. The shift in the peak
or µ omits the BBH value with the 90% credibility and can
be associated to the poor �s constraints on the negative side
of the prior region from the individual events, emerging from
waveform degeneracies at �s < 0 with a certain region of
the spin parameter space. A future study employing wave-
form models including higher harmonics may help break those
degeneracies and hence to improve our overall parameter es-
timation [228, 230]. Moreover, a more generic approach has
been recently proposed [230] that uses a hierarchical mixture-
likelihood formalism to estimate the fraction of events in the
population that deviated from BBH nature. With the increased
number of detections in the future, it would be more natural to
employ generic approaches that considers the population to be
comprised of BBH and non-BBH subpopulations.

The combined log Bayes factor of log10 BKerr
�s , 0 = 0.9 is

obtained supporting the BBH hypothesis over the hypothesis
of all events being non-BBH. This changes to log Bayes factor
of log10 BKerr

�s > 0 = 2.2 if we only allow �s � 0. The findings
here are all consistent with the results reported in GWTC-2 [11]
although the combined constraints are not directly compatible
due to the di↵erent selection of events.

VI. TESTS OF GRAVITATIONAL WAVE PROPAGATION

GR predicts that GWs propagate nondispersively and hence
they are described by the dispersion relation E2 = p2c2, where
E and p are the energy and momentum of the wave. Detection
of dispersion of GWs can be seen as a signature of modifica-
tions to GR. For example, some of the Lorentz violating theo-
ries of gravity predict a modified dispersion relation [45, 231–
234]. We use a parameterized model [41, 49] for dispersion of
GWs that helps search for the presence of dispersion using the
data without referring to the details of the modified theory.

Our parameterized dispersion relation reads [41]

E2 = p2c2 + A↵p↵c↵ , (9)

where A↵ and ↵ are two phenomenological parameters charac-
terizing dispersion. The modified dispersion relation causes
frequency modes of GWs to propagate at di↵erent speeds,
changing the overall phase morphology of the GW that are
observed with respect to the GR predictions. This can be incor-
porated in the waveform as frequency-dependent corrections
to its phase evolution [10, 41]. Here we assume that the wave-
form obtained in the local wave zone [235] of the system is
consistent with GR [10].

For di↵erent choices of ↵, the modified dispersion leads to
a deviation in the GR phasing formula. For example, ↵ = 0
with A↵ > 0 corresponds to the dispersion e↵ect of a massive
graviton with mass mgc2 =

p
A0 [49]. We choose to test

Tighter bounds obtained by assuming ; best bound from GW191216_213338  of  (90% credibility).κs > 0 κs < 10.65

GWTC-3 result

(LVK, arXiv 2021)

https://ui.adsabs.harvard.edu/abs/2017PhRvL.119i1101K/abstract
https://ui.adsabs.harvard.edu/abs/2019PhRvD.100j4019K/abstract
https://arxiv.org/abs/2112.06861


POLARIZATION TEST
• Uses the null stream method and projects onto a 

basis of polarization vectors to allow it to constrain 
polarization content with even 2 detectors—see I. C. 
F. Wong et al., arXiv (2021).


• Computes the power in the null stream in the time-
frequency domain.


• Considers both a single basis mode (more 
constraining, and allows for only two detectors) and 
two basis modes (includes more polarization modes 
and requires two detectors).
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The Confrontation between General Relativity and Experiment 81

Three modes (A+, A⇥, and AS) are transverse to the direction of propagation, with two repre-
senting quadrupolar deformations and one representing a monopolar transverse “breathing” de-
formation. Three modes are longitudinal, with one (AL) an axially symmetric stretching mode
in the propagation direction, and one quadrupolar mode in each of the two orthogonal planes
containing the propagation direction (AV1 and AV2). Figure 10 shows the displacements induced
on a ring of freely falling test particles by each of these modes. General relativity predicts only
the first two transverse quadrupolar modes (a) and (b) independently of the source; these corre-
spond to the waveforms h+ and h⇥ discussed earlier (note the cos 2� and sin 2� dependences of
the displacements).
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Figure 10: The six polarization modes for gravitational waves permitted in any metric theory of gravity.
Shown is the displacement that each mode induces on a ring of test particles. The wave propagates in
the +z direction. There is no displacement out of the plane of the picture. In (a), (b), and (c), the wave
propagates out of the plane; in (d), (e), and (f), the wave propagates in the plane. In GR, only (a) and
(b) are present; in massless scalar–tensor gravity, (c) may also be present.

Massless scalar–tensor gravitational waves can in addition contain the transverse breathing
mode (c). This can be obtained from the physical waveform h

↵� , which is related to h̃
↵� and ' to

Living Reviews in Relativity
http://www.livingreviews.org/lrr-2014-4

Will, LRR (2014)

+ ×

x y

b l

https://arxiv.org/abs/2105.09485
https://arxiv.org/abs/2105.09485


POLARIZATION TEST: SETUP
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TABLE VIII. The table summarizes the choices of basis used in the polarization test. x, ⇥, b, l, x, and y represent the plus mode, cross mode,
scalar breathing mode, scalar longitudinal mode, vector x mode, and vector y mode respectively. The first column shows the polarization
hypothesis being tested, the third column reports the number of basis modes, and the last column reports the number of free parameters that are
marginalized over in the computation of the evidence.

Hypothesis Description # of basis modes Mode(s) Basis mode(s) Free parameters

HT,1 Pure tensorial 1 +, ⇥ + 5
HV,1 Pure vectorial 1 x, y x 5
HS,1 Pure scalar 1 b b 2
HTS,1 Tensor–scalar 1 +, ⇥, b, l + 9
HTV,1 Tensor–vector 1 +, ⇥, x, y + 9
HVS,1 Vector–scalar 1 x, y, b, l x 9
HTVS,1 Tensor–vector–scalar 1 +, ⇥, b, l, x, y + 13
HT,2 Pure tensorial 2 +, ⇥ +, ⇥ 2
HV,2 Pure vectorial 2 x, y x, y 2
HTS,2 Tensor–scalar 2 +, ⇥, b, l +, b 11
HTV,2 Tensor–vector 2 +, ⇥, x, y +, x 11
HVS,2 Vector–scalar 2 x, y, b, l x, b 11
HTVS,2 Tensor–vector–scalar 2 +, ⇥, b, l, x, y +, b 19

TABLE IX. Combined log10 Bayes factors B for various polarization hypotheses against the tensor hypothesis, using both 2-detector and
3-detector events. Polarization states have been projected onto one basis-mode as detailed in Sec. VII. Positive (negative) values indicate that the
hypothesis indicated in the superscript is favored (disfavored) with respect to the tensorial hypothesis. Error bars refer to 90% credible intervals.

Events log10 BS
T log10 BV

T log10 BTS
T log10 BTV

T log10 BVS
T log10 BTVS

T

O1 �0.04 ± 0.07 0.09 ± 0.07 0.04 ± 0.07 0.09 ± 0.07 0.09 ± 0.07 0.07 ± 0.07
O2 �0.42 ± 0.12 0.04 ± 0.12 0.08 ± 0.12 0.22 ± 0.12 0.09 ± 0.12 0.35 ± 0.12
O3a �1.85 ± 0.21 �1.04 ± 0.20 0.25 ± 0.20 0.07 ± 0.20 �1.05 ± 0.20 �0.18 ± 0.20
O3b �1.93 ± 0.17 �0.79 ± 0.17 �0.17 ± 0.17 �0.07 ± 0.17 �0.86 ± 0.17 �0.32 ± 0.17

Combined �4.24 ± 0.30 �1.70 ± 0.30 0.20 ± 0.30 0.31 ± 0.30 �1.73 ± 0.30 �0.08 ± 0.30

TABLE X. Combined log10 Bayes factor B for various polarization hypotheses against the tensor hypothesis, for 3-detector events. Polarization
states been projected onto two basis-modes as explained in Sec. VII. Positive (negative) values indicate that the hypothesis indicated in the
superscript is favored (disfavored) with respect to the tensorial hypothesis. Error bars refer to 90% credible intervals.

Events log10 BV
T log10 BTS

T log10 BTV
T log10 BVS

T log10 BTVS
T

O1 � � � � �
O2 0.05 ± 0.03 0.01 ± 0.03 �0.02 ± 0.03 0.06 ± 0.03 0.01 ± 0.03
O3a �0.37 ± 0.12 �0.77 ± 0.12 �0.72 ± 0.12 �0.73 ± 0.12 �0.91 ± 0.12
O3b �0.09 ± 0.10 �0.22 ± 0.10 �0.35 ± 0.10 �0.38 ± 0.10 �0.38 ± 0.10

Combined �0.41 ± 0.16 �0.98 ± 0.16 �1.09 ± 0.16 �1.05 ± 0.16 �1.29 ± 0.16

dices (`,m) represent the angular decomposition of the modes,
whereas the index n denotes various tones of the spectrum start-

ing with n = 0. A schematic decomposition of the post-merger
signal reads [11],

h+(t) � ih⇥(t) =
+1X

`=2

X̀

m=�`

+1X

n=0

A`mn exp
"
� t � t0

(1 + z)⌧`mn

#
exp
"
�2⇡i f`mn(t � t0)

1 + z

#
�2S `mn(✓, �,�f ), (13)

whereA`mn denotes the amplitude of the mode, t0 is the start
time of the ringdown model, and z is the redshift of the source.
The frequency and the damping time of a mode characterized
by the three indices are denoted by ⌧`mn and f`mn, respectively,
while �f is the final spin. The polar and azimuthal angles (✓, �),

measured relative to the final spin axis, describe the direction
to the observer. These coordinates assume the spin of the black
hole to be along the ✓ = 0 direction. The contribution of
counter-rotating perturbations is ignored, since it’s expected to
be negligible in the post-merger regime of the signals under

GWTC-3 settings

(LVK, arXiv 2021)

https://arxiv.org/abs/2112.06861
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TABLE VIII. The table summarizes the choices of basis used in the polarization test. x, ⇥, b, l, x, and y represent the plus mode, cross mode,
scalar breathing mode, scalar longitudinal mode, vector x mode, and vector y mode respectively. The first column shows the polarization
hypothesis being tested, the third column reports the number of basis modes, and the last column reports the number of free parameters that are
marginalized over in the computation of the evidence.

Hypothesis Description # of basis modes Mode(s) Basis mode(s) Free parameters

HT,1 Pure tensorial 1 +, ⇥ + 5
HV,1 Pure vectorial 1 x, y x 5
HS,1 Pure scalar 1 b b 2
HTS,1 Tensor–scalar 1 +, ⇥, b, l + 9
HTV,1 Tensor–vector 1 +, ⇥, x, y + 9
HVS,1 Vector–scalar 1 x, y, b, l x 9
HTVS,1 Tensor–vector–scalar 1 +, ⇥, b, l, x, y + 13
HT,2 Pure tensorial 2 +, ⇥ +, ⇥ 2
HV,2 Pure vectorial 2 x, y x, y 2
HTS,2 Tensor–scalar 2 +, ⇥, b, l +, b 11
HTV,2 Tensor–vector 2 +, ⇥, x, y +, x 11
HVS,2 Vector–scalar 2 x, y, b, l x, b 11
HTVS,2 Tensor–vector–scalar 2 +, ⇥, b, l, x, y +, b 19

TABLE IX. Combined log10 Bayes factors B for various polarization hypotheses against the tensor hypothesis, using both 2-detector and
3-detector events. Polarization states have been projected onto one basis-mode as detailed in Sec. VII. Positive (negative) values indicate that the
hypothesis indicated in the superscript is favored (disfavored) with respect to the tensorial hypothesis. Error bars refer to 90% credible intervals.

Events log10 BS
T log10 BV

T log10 BTS
T log10 BTV

T log10 BVS
T log10 BTVS

T

O1 �0.04 ± 0.07 0.09 ± 0.07 0.04 ± 0.07 0.09 ± 0.07 0.09 ± 0.07 0.07 ± 0.07
O2 �0.42 ± 0.12 0.04 ± 0.12 0.08 ± 0.12 0.22 ± 0.12 0.09 ± 0.12 0.35 ± 0.12
O3a �1.85 ± 0.21 �1.04 ± 0.20 0.25 ± 0.20 0.07 ± 0.20 �1.05 ± 0.20 �0.18 ± 0.20
O3b �1.93 ± 0.17 �0.79 ± 0.17 �0.17 ± 0.17 �0.07 ± 0.17 �0.86 ± 0.17 �0.32 ± 0.17

Combined �4.24 ± 0.30 �1.70 ± 0.30 0.20 ± 0.30 0.31 ± 0.30 �1.73 ± 0.30 �0.08 ± 0.30

TABLE X. Combined log10 Bayes factor B for various polarization hypotheses against the tensor hypothesis, for 3-detector events. Polarization
states been projected onto two basis-modes as explained in Sec. VII. Positive (negative) values indicate that the hypothesis indicated in the
superscript is favored (disfavored) with respect to the tensorial hypothesis. Error bars refer to 90% credible intervals.

Events log10 BV
T log10 BTS

T log10 BTV
T log10 BVS

T log10 BTVS
T

O1 � � � � �
O2 0.05 ± 0.03 0.01 ± 0.03 �0.02 ± 0.03 0.06 ± 0.03 0.01 ± 0.03
O3a �0.37 ± 0.12 �0.77 ± 0.12 �0.72 ± 0.12 �0.73 ± 0.12 �0.91 ± 0.12
O3b �0.09 ± 0.10 �0.22 ± 0.10 �0.35 ± 0.10 �0.38 ± 0.10 �0.38 ± 0.10

Combined �0.41 ± 0.16 �0.98 ± 0.16 �1.09 ± 0.16 �1.05 ± 0.16 �1.29 ± 0.16

dices (`,m) represent the angular decomposition of the modes,
whereas the index n denotes various tones of the spectrum start-

ing with n = 0. A schematic decomposition of the post-merger
signal reads [11],

h+(t) � ih⇥(t) =
+1X

`=2

X̀

m=�`

+1X

n=0

A`mn exp
"
� t � t0

(1 + z)⌧`mn

#
exp
"
�2⇡i f`mn(t � t0)

1 + z

#
�2S `mn(✓, �,�f ), (13)

whereA`mn denotes the amplitude of the mode, t0 is the start
time of the ringdown model, and z is the redshift of the source.
The frequency and the damping time of a mode characterized
by the three indices are denoted by ⌧`mn and f`mn, respectively,
while �f is the final spin. The polar and azimuthal angles (✓, �),

measured relative to the final spin axis, describe the direction
to the observer. These coordinates assume the spin of the black
hole to be along the ✓ = 0 direction. The contribution of
counter-rotating perturbations is ignored, since it’s expected to
be negligible in the post-merger regime of the signals under

GWTC-3 result

(LVK, arXiv 2021)

One basis mode (2-detector and 3-detector events)

26

TABLE VIII. The table summarizes the choices of basis used in the polarization test. x, ⇥, b, l, x, and y represent the plus mode, cross mode,
scalar breathing mode, scalar longitudinal mode, vector x mode, and vector y mode respectively. The first column shows the polarization
hypothesis being tested, the third column reports the number of basis modes, and the last column reports the number of free parameters that are
marginalized over in the computation of the evidence.

Hypothesis Description # of basis modes Mode(s) Basis mode(s) Free parameters

HT,1 Pure tensorial 1 +, ⇥ + 5
HV,1 Pure vectorial 1 x, y x 5
HS,1 Pure scalar 1 b b 2
HTS,1 Tensor–scalar 1 +, ⇥, b, l + 9
HTV,1 Tensor–vector 1 +, ⇥, x, y + 9
HVS,1 Vector–scalar 1 x, y, b, l x 9
HTVS,1 Tensor–vector–scalar 1 +, ⇥, b, l, x, y + 13
HT,2 Pure tensorial 2 +, ⇥ +, ⇥ 2
HV,2 Pure vectorial 2 x, y x, y 2
HTS,2 Tensor–scalar 2 +, ⇥, b, l +, b 11
HTV,2 Tensor–vector 2 +, ⇥, x, y +, x 11
HVS,2 Vector–scalar 2 x, y, b, l x, b 11
HTVS,2 Tensor–vector–scalar 2 +, ⇥, b, l, x, y +, b 19

TABLE IX. Combined log10 Bayes factors B for various polarization hypotheses against the tensor hypothesis, using both 2-detector and
3-detector events. Polarization states have been projected onto one basis-mode as detailed in Sec. VII. Positive (negative) values indicate that the
hypothesis indicated in the superscript is favored (disfavored) with respect to the tensorial hypothesis. Error bars refer to 90% credible intervals.

Events log10 BS
T log10 BV

T log10 BTS
T log10 BTV

T log10 BVS
T log10 BTVS

T

O1 �0.04 ± 0.07 0.09 ± 0.07 0.04 ± 0.07 0.09 ± 0.07 0.09 ± 0.07 0.07 ± 0.07
O2 �0.42 ± 0.12 0.04 ± 0.12 0.08 ± 0.12 0.22 ± 0.12 0.09 ± 0.12 0.35 ± 0.12
O3a �1.85 ± 0.21 �1.04 ± 0.20 0.25 ± 0.20 0.07 ± 0.20 �1.05 ± 0.20 �0.18 ± 0.20
O3b �1.93 ± 0.17 �0.79 ± 0.17 �0.17 ± 0.17 �0.07 ± 0.17 �0.86 ± 0.17 �0.32 ± 0.17

Combined �4.24 ± 0.30 �1.70 ± 0.30 0.20 ± 0.30 0.31 ± 0.30 �1.73 ± 0.30 �0.08 ± 0.30

TABLE X. Combined log10 Bayes factor B for various polarization hypotheses against the tensor hypothesis, for 3-detector events. Polarization
states been projected onto two basis-modes as explained in Sec. VII. Positive (negative) values indicate that the hypothesis indicated in the
superscript is favored (disfavored) with respect to the tensorial hypothesis. Error bars refer to 90% credible intervals.

Events log10 BV
T log10 BTS

T log10 BTV
T log10 BVS

T log10 BTVS
T

O1 � � � � �
O2 0.05 ± 0.03 0.01 ± 0.03 �0.02 ± 0.03 0.06 ± 0.03 0.01 ± 0.03
O3a �0.37 ± 0.12 �0.77 ± 0.12 �0.72 ± 0.12 �0.73 ± 0.12 �0.91 ± 0.12
O3b �0.09 ± 0.10 �0.22 ± 0.10 �0.35 ± 0.10 �0.38 ± 0.10 �0.38 ± 0.10

Combined �0.41 ± 0.16 �0.98 ± 0.16 �1.09 ± 0.16 �1.05 ± 0.16 �1.29 ± 0.16

dices (`,m) represent the angular decomposition of the modes,
whereas the index n denotes various tones of the spectrum start-

ing with n = 0. A schematic decomposition of the post-merger
signal reads [11],

h+(t) � ih⇥(t) =
+1X

`=2

X̀

m=�`

+1X

n=0

A`mn exp
"
� t � t0

(1 + z)⌧`mn

#
exp
"
�2⇡i f`mn(t � t0)

1 + z

#
�2S `mn(✓, �,�f ), (13)

whereA`mn denotes the amplitude of the mode, t0 is the start
time of the ringdown model, and z is the redshift of the source.
The frequency and the damping time of a mode characterized
by the three indices are denoted by ⌧`mn and f`mn, respectively,
while �f is the final spin. The polar and azimuthal angles (✓, �),

measured relative to the final spin axis, describe the direction
to the observer. These coordinates assume the spin of the black
hole to be along the ✓ = 0 direction. The contribution of
counter-rotating perturbations is ignored, since it’s expected to
be negligible in the post-merger regime of the signals under

Two basis modes (only 3-detector events)

Negative numbers indicate that the tensor hypothesis is favored

https://arxiv.org/abs/2112.06861


RINGDOWN TESTS:

PYRING FLAVOURS

• Kerr220: Just includes the 220 QNM with free final mass and spin as well as 
free amplitude, phase, frequency, and damping time, starting at 10Mz after 
the peak of the waveform. 

• Kerr221: Also includes the 221 QNM (first overtone) and starts at the peak of 
the waveform. Modifies the 221 frequency and damping time to test GR. 

• KerrHM: Uses the amplitudes and phases for n = 0 QNMs with  from a 
fit to aligned-spin NR simulations (L. London, PRD 2020); starts at 15Mz 
after the peak of the waveform. 

• Also just fit a damped sinusoid to the data, as a check.

ℓ ≤ 4
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https://ui.adsabs.harvard.edu/abs/2020PhRvD.102h4052L/abstract


FINAL MASS AND SPIN IN MODIFIED EOB 
WAVEFORMS
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FIG. 1. The final mass and spin for the modified EOB waveforms for the proposed GW150914-like/GW170608-like cases, denoted by
q = 1.22, and the GW190412-like case, denoted by q = 3.5. In addition to the results with the modified energy flux (parameterized by
↵2) and modified QNM spectrum (parameterized by Qf ), this shows both the GR values obtained using the self-consistent method and those
obtained from the UIB fits [14] used in the unmodified TEOBResumS-v3 for the aligned-spin cases and the NRSur7dq4Remnant model [15]
for the precessing cases. The differences between these values are not due to the omission of the (4,±3) and (4,±2) modes in the coprecessing
frame for which TEOBResumS-v3 has a less robust merger-ringdown model, since including those modes only leads to negligible changes in
the results. The differences may instead indicate the level of uncertainty in the TEOBResumS-v3 GR modelling.

not consider the (4, ±2) modes, which are much smaller than the (3, ±2) and (4, ±4) modes (contributing only ⇠ 5 ⇥ 10�4 of
the total Newtonian energy flux from this set of modes), even though they also first enter at 2PN.

We find that the final mass and spin are closer to GR for a given value of a2 and binary parameters with the new implementation
(see Fig. 1), since the merger-ringdown attachment for some of the modes being modified in the older EOB model was not
particularly accurate, leading to a considerable increase in the amount of energy and angular momentum being radiated.

B. Modified QNM spectrum

Here we modify the QNM spectrum from that of Kerr to that of Kerr-Newman (with nonzero charge), for which the (2, 2, 0),
(2, 2, 1), and (3, 3, 0) QNMs are computed in [19] (see also [20]). We use the Kerr-Newman QNM spectrum as a proxy for the
spectrum in a non-GR theory, though here we only modify the QNM spectrum (and set the final mass and spin self-consistently),
and do not modify any other part of the model. This allows us to isolate the effects of the modification to the QNM spectrum.

We modify the frequencies and damping times of all the modes with a robust merger-ringdown model, using eikonal (see,
e.g., [21, 22]) and similar scalings to obtain approximate results for the other modes from the results for the (2, 2, 0), (2, 2, 1),
and (3, 3, 0) QNM frequencies and damping times that we have. Specifically, TEOBResumS uses the frequency and damping
time of the dominant (n = 0) overtone as well as the difference in the inverse damping times of the n = 0, 1 overtones for each
mode. The eikonal expression for the complex frequencies (valid for large `) is [21, 22]

!
eik
`mn =

✓
` +

1

2

◆
!orb + m!prec � i

✓
n +

1

2

◆
�L, (3)

where !orb and !prec are frequencies corresponding to the spherical photon orbit and �L is the Lyapunov exponent of that orbit.
We take all of these to be free parameters, so we will refer to this as a tuned eikonal expression. Specifically, we determine !orb



MODIFICATION TO QNM SPECTRUM
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FIG. 3. Illustration of the scalings of the QNM frequencies we obtain for the proposed GW150914-like/GW170608-like (q = 1.22) and
GW190412-like (q = 3.5) cases.

ascalar :=
p

↵⇣S+/(1 � ⇣), where the parameters on the right-hand side are defined in Table I of [24]. We then find that to
leading order the scalar waveforms h

s
`m are given in terms of the tensor waveforms h`m by

h
s
`m = �āscalar

s
`(` � 1)

(` + 1)(` + 2)
h`m (6)

for ` + m even and the scalar modes are zero otherwise. Here we have absorbed all constant factors into the new āscalar quantity
except for the overall minus sign, to keep it positive for standard values of the sensitivities. The `-dependent factor can be
obtained from Eqs. (6.6a) and (6.6c) in [24]; see also Eqs. (6.5) and (6.9) in that paper.

We then have a scalar contribution to the detected strain of

h
scalar = Fb

X

`,m

h
s
`m

0
Y`m(◆, �0), (7)

where Fb is the antenna pattern function for the scalar breathing mode [see, e.g., Eq. (134) in [25], where it is called FS] and
0
Y`m are the standard (spin-0) spherical harmonics, ◆ is the binary’s inclination angle, and �0 is the binary’s orbital phase at

coalescence. We use the implementation of Fb in PyCBC [26]. We use TEOBResumS as the GR waveform, so we have scalar
modes with ` = ±m, ` 2 {2, 3, 4, 5} in the aligned-spin case.

We set āscalar in terms of the relative amplitude of the (2, ±2) scalar and tensor signals, including the spherical harmonics and
antenna pattern functions for the detector with the largest tensor SNR. Specifically, we fix the (2, ±2) amplitude ratio

A2,±2 =
āscalarp

6

|Fb|q
F

2
+ + F

2
⇥

2 · 0Y22(◆, 0)
�2Y22(◆, 0) + �2Y2,�2(◆, 0)

, (8)

where F+,⇥ are the tensor antenna pattern functions and �2
Y2,±2 are the (2, ±2) spin-(�2)-weighted spherical harmonics.

In the precessing case, we still apply this scaling to the modes in the inertial frame. This is a further simplification of the
behavior one would expect in a precessing system emitting scalar radiation, where all the scalar modes in the inertial frame will
be nonzero, due to the binary’s precession, even though only the scalar modes with ` + m even are nonzero in the coprecessing
frame. However, it is in keeping with the general philosophy of having a simple somewhat physically motivated addition of the
scalar modes to the signal.



NON-GR SIGNALS: 
GW150914-LIKE MASSIVE GRAVITON DISPERSION
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GR non-GR



NON-GR SIGNALS: 
GW150914-LIKE MODIFIED ENERGY FLUX
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Aligned-spin, factor 10 multiplying modes,

extra energy goes into a field that doesn’t couple


to GW detectors 

Injected  excluded at very high

credibility by TIGER

δφ̂4 ≃ − 4.3

TIGER, 2PN

Thanks to Soumen Roy



NON-GR SIGNALS: 
GW150914-LIKE MODIFIED QNM SPECTRUM
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Aligned-spin, Qf = 0.7 

	 QNM frequencies and damping times

increased by ~20-40% and ~40-50%

compared to their uncharged values 

(for the same mass and spin) 
 

Final mass and spin decrease by 
~2% and ~5%, respectively,


compared to GR

GR non-GR

Zoomed in on ringdown



NON-GR SIGNALS: 
GW150914-LIKE MODIFIED QNM SPECTRUM
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FTI, 1PN
TIGER, 1PN

Aligned-spin, Qf = 0.7

Thanks to Elise SängerThanks to Soumen Roy



NON-GR SIGNALS: 
GW150914-LIKE SCALED BNS
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q = 1.5  SLy 
TEOBResumS + BAM hybrid from 

Calderón Bustillo et al., ApJL (2021)

[(1.65 + 1.1)M⊙] GR recovery with IMRPhenomXPHM 
gives a   

highly spinning, significantly precessing 
binary [injected total mass is ]

q ≃ 7 [ ∼ (100 + 16)M⊙]

72.2M⊙

Recovers

SNR of ~27.3;

30.9 injected



GLITCH CASE: 
GW150914-LIKE WITH BLIP GLITCH
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FTI, 1PN

Thanks to Elise Sänger



GLITCH CASE: 
GW150914-LIKE WITH TOMTE GLITCH
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FTI, 1PN

Thanks to Elise Sänger



GLITCH CASE: 
GW170608-LIKE WITH TOMTE GLITCH
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FTI, 1PN

Thanks to Elise Sänger



RESPONSE OF TESTS OF GR

TO ECCENTRIC SIGNALS
• Check how IMR consistency, TIGER, FTI, and modified dispersion test respond to 

eccentric binary black hole signals, modeled using SXS simulations: The simulations are 
nonspinning with mass ratios 1, 2, and 3, and with eccentricities of 0.1 and 0.05 at x = 
0.075 [from Hinder et al., PRD (2018)], as well as corresponding quasicircular simulations.


• Consider total mass of  and face-on signals (so only m = 2 modes contribute), so the 
numerical waveforms are long enough to start the analysis from 20 Hz. With this total 
mass the eccentricities are given at ~17 Hz.


• Use the forecast O4 sensitivity and no noise, with a luminosity distance of 400 Mpc, so 
SNRs of ca. 120, 105, and 90 for mass ratios of 1, 2, and 3.


• TIGER and FTI find significant deviations from GR ( ) for most higher-eccentricity 
cases and some lower-eccentricity cases, with GR excluded at > 90% credibility at almost 
2 Gpc for TIGER and > 1 Gpc for FTI.


• MDR finds smaller deviations, all  and only a few .


• Find a bias due to higher-order modes for IMR consistency test applied to quasicircular 
signals—being investigated by the analysts.

80M⊙

> 3σ

< 3σ > 2σ

57

[Narayan, NKJ-M, Gupta, arXiv 2023]

https://ui.adsabs.harvard.edu/abs/2018PhRvD..98d4015H/abstract
https://arxiv.org/abs/2306.04068


RESPONSE OF TESTS OF GR

TO ECCENTRIC SIGNALS: SUMMARY
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6

FIG. 2. The Gaussian sigma value at which GR is excluded for the eccentric injections with the TIGER, FTI and MDR tests. A lower bound
of 3� is denoted using an upward arrow, above which the values cannot be stated with certainty from the order of 104 posterior samples in our
analyses. The sizes of different markers and lengths of arrows have no significance and are varied to avoid overlaps with other data points as
much as possible.

and phenomenological parameters used in the normalization
themselves having different signs. We also see that all the
testing parameters are on the opposite sides of zero for the
lower- and higher-eccentricity injections for q = 1. This can
be attributed to these cases being well outside of the linear
regime of the test’s response to eccentricity, and these cases
generally have significantly different sets of GR and non-GR
parameters giving the best agreement with the observed signal
for the two eccentricities. For instance, for �'̂0 and q = 1, the
chirp mass is biased to larger values for the smaller eccentric-
ity and smaller values for the larger eccentricity, while for the
same testing parameter and q = 2, the bias in the GR parame-
ters generally increases monotonically from the smaller to the
larger eccentricity, as does the value of the testing parameter.

Additionally, we find that the sign of a given testing pa-
rameter is different for different mass ratios. For the higher-
eccentricity cases, there is generally a monotonic dependence
of the value of the testing parameter on mass ratio, but for the
lower-eccentricity cases, the signs of the PN coefficient test-

ing parameters are the same for q = 1 and q = 3 and opposite
those for q = 2. We investigate this difference in signs as
follows: We first take the 3.5PN accurate quasicircular Tay-
lorF2 nonspinning inspiral phase [81, 82] and add the TIGER
testing parameters at each PN order. We compare this phase
with the eccentric PN inspiral phase from Moore et al. [83]
which incorporates the effect of eccentricity to 3PN order (but
is 3.5PN accurate in the quasicircular terms) and the leading-
order (quadratic) terms in eccentricity. For each testing pa-
rameter, we obtain the value that minimizes the least-squares
difference between the two phases with all the GR parame-
ters fixed to the same values. However, we do not find any
indication of a sign flip, and also find that this analysis returns
values of the testing parameter of the order 10�3, significantly
smaller than what we find in the full analysis, suggesting that
the merger-ringdown portion of the signal is quite important
here. Nevertheless, we do find that the frequency derivative of
the eccentric PN phase depends nonmonotonically on mass ra-
tio (the ordering of the value by mass ratio is 1, 3, 2), showing

Lower bound on significance comes from the finite number of samples ( )∼ 104
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FIG. 1. The results of the TIGER test on the quasicircular, lower-eccentricity, and higher-eccentricity simulated injections of mass ratios 1,
2, and 3 in the top, middle and bottom panels, respectively. The posteriors of the testing parameters are presented as violin plots and the
associated 90% credible intervals are labelled as horizontal bars. We mark the GR value of zero with dashed lines. We also show the results
for the lower SNR injections, simulated by scaling the distance of selected higher-eccentricity runs for each mass ratio, as black unfilled violin
plots. Details about the lower SNR cases are given in Sec. IV E.

from quasicircular injections for all three mass ratios are con-
sistent with GR at 90% credibility. For the lower-eccentricity
injections, we find that GR is excluded at & 90% credibility
in almost all cases. The higher-eccentricity injections all show
strong deviations from GR, with GR excluded at > 90% cred-
ibility (often well above this) for all three mass ratios and all
testing parameters.

We summarize the statistical level at which GR is excluded
in Fig. 2, giving the equivalent Gaussian sigmas. However, we
find that GR is excluded at such high credible levels in some
cases that we cannot trust that the GR quantile is estimated
accurately with the ⇠ 104 posterior samples we obtain. In or-
der to estimate an appropriate lower bound in such cases, we
drew 1.8 ⇥ 104 samples from a Gaussian and compared the
analytically computed Gaussian sigma values with the ones
obtained using the same kernel density estimator (KDE) cal-
culation applied to the results of the tests of GR. We chose
this number of samples to be similar to (and on the lower side
of) the number of samples we obtain for many of our analy-
ses. We also varied the mean and standard deviation of the

Gaussian to produce different GR quantiles and to reproduce
the rough properties of the posteriors we obtain for the test-
ing parameters. We found that Gaussian sigma values above
around 3� had absolute errors (comparing the KDE and ana-
lytic results) of more than 0.1, so we quote a lower bound of
3� on significances.

We find that GR is excluded at > 3� for all testing param-
eters for the q = 1 higher-eccentricity injections. GR is also
excluded with > 3� for the q = 2, 3 higher-eccentricity injec-
tions with the exception of �'̂6, �'̂7, and ��̂2 for q = 2 and
��̂3 for q = 3, though in all of these cases GR is excluded at
> 2� and close to 3� in some cases. The lower-eccentricity
q = 1 and q = 2 injections exclude GR at < 3� for all testing
parameters with the exception of ��̂3, where it is excluded at
> 3�. For the q = 3 lower-eccentricity injection, GR is ex-
cluded at > 3� only for the �'̂5l, �'̂6, �'̂7, and ��̂2 testing
parameters.

In Fig. 1, we notice that the sign of the deviation from GR
for a given mass ratio and eccentricity is different for dif-
ferent testing parameters. This is due to the PN coefficients
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FIG. 3. Violin plots for FTI testing parameters. The color scheme and the layout of the subplots are similar to Fig. 1.

extensive tests of the IMR consistency test using waveform
models including higher order modes. However, while there
are applications of the test to detected signals using IMRPhe-
nomXPHM [10], the methods papers [49, 50] do not consider
waveform models with higher modes.

To verify this hypothesis, for these cases we applied the
IMR consistency test to the (2, 2)-mode-only NR injections
using IMRPhenomXP, which is the same as IMRPhenomX-
PHM, except it only has the (2,±2) modes in the coprecess-
ing frame, as the recovery waveform model. We use the same
cutoff frequencies as in the IMRPhenomXPHM analysis. We
show the results from these analyses in Fig. 6. As expected,
we now find that the quasicircular injections indeed agree with
GR (as do the lower-eccentricity injections) while the higher-
eccentricity injections still show a GR deviation (GR quantiles
of ⇠ 100% and 99% for q = 2 and 3, respectively). Therefore,
we conclude that it is necessary to have a better understand-
ing of the IMR consistency test when using waveforms with
higher order modes.

Bhat et al. [44] also studied the effect of missing eccentric-
ity in the recovery waveform model when performing the IMR
consistency test. They used the same Fisher matrix approach
in this analysis as in the PN parameter analysis in Saini et al.,
but here they use a full waveform model (the non-precessing

dominant mode IMRPhenomD model [55]), instead of just re-
stricting to the PN inspiral waveform. They model the eccen-
tric inspiral signal by adding the PN eccentric frequency do-
main phase contribution to the IMRPhenomD phasing. They
also assume that the eccentricity has a negligible effect on the
merger-ringdown part of the signal (as one expects will be
the case for small eccentricities, since eccentricity decreases
during the inspiral), and ignored its effects on the mapping
between the inspiral parameters and the final mass Mf and
spin �f of the merger remnant. Bhat et al. considered only a
mass ratio of 2 (and aligned spins of 0.4 and 0.3) and spec-
ified the binary’s eccentricity at 10 Hz. Thus, as described
in Sec. IV A, we approximately obtain the eccentricity of our
q = 2 injections at 10 Hz, giving ⇠ 0.08 and ⇠ 0.18 at 10 Hz.

We make a rough comparison between our q = 2 results for
a (redshifted) total mass of 80M� with the Bhat et al. results
for redshifted total masses of 72M� and 111M� (source-
frame masses of 65M� and 100M�). While the 111M� to-
tal mass is considerably further from our 80M� total mass
than the 72M� mass is, we still consider it to bracket our total
mass, particularly since the spins in the Bhat et al. signal make
the dominant (` = m = 2, n = 0) quasinormal mode (QNM)
frequency of the final black hole in the 111M� case closer to
the QNM frequency of the final black hole in our injections.
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FIG. 4. Violin plots for the modified dispersion relation dimensionless parameter Ã↵ := 1043�12↵A↵/eV
2�↵ for different values of the

modified dispersion relation exponent ↵, where the scaling is chosen to keep the plotted results of order unity. The color scheme and layout of
subplots are similar to Fig. 1. The q = 2 lower-SNR result is omitted due to difficulty in obtaining reliable results.

Specifically, the QNM frequency in our q = 2 injections is
211 Hz (the same to this accuracy for all three simulations),
while the QNM frequency for the 111M� and 72M� total
mass Bhat et al. cases is 173 Hz and 267 Hz, respectively, so
38 Hz less and 56 Hz greater, respectively. We compute the
QNM frequencies from the final masses and spins using the
fit from [92]. For the Bhat et al. case, the final mass and spin
are 0.950 times the total mass and 0.764, respectively (com-
puted using the average of fits to NR results used in the IMR
consistency test).

Since Bhat et al. just give �Mf and ��f , we divide these
by the injected values of the final mass and spin (quoted
above) for the purposes of this comparison. We compare our
IMRPhenomXP results (see Fig. 6) and the results in Fig. 3 of
Bhat et al., which gives results for eccentricities of 0.08 and
0.15.7 As in the comparison with Saini et al., we scale their
statistical errors to our SNRs (using the SNR of the entire sig-

7 The point for an eccentricity of 0.15 and a source-frame total mass of

nal, noting that the SNRs of the inspiral and postinspiral por-
tions that Bhat et al. quote add in quadrature). We find that the
scaled Bhat et al. statistical errors bracket the widths of the
68% credible intervals we obtain for the deviation parameters
except for the larger eccentricity final mass, where our error
is ⇠ 30% smaller. Comparing our medians with the Bhat et

al. systematic biases, we find that for the lower eccentricity,
the median of our final mass posterior is about 2 times larger
than the systematic bias found by Bhat et al., but our final
spin median is contained within the range for the two masses.
For the larger eccentricity, our final mass median is ⇠ 5 times
smaller than the one from Bhat et al., but only ⇠ 30% smaller
for the final spin, though this comparison underestimates the
difference between the two results, since the Bhat et al. results
with which we are comparing are for a somewhat smaller ec-
centricity (0.15 vs. ⇠ 0.18), and there is a relatively steep

65M� is not included in the plotted region in Fig. 3 of Bhat et al., but
it has values of �Mf = 1.42M�, ��f = 0.25 [93].
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FIG. 5. The results from the IMR consistency test as the 90% credible regions of the joint posterior distributions of the recovered final mass
and spin deviation parameters for quasicircular, lower-eccentricity, and higher-eccentricity injections for mass ratios 1 (top left), 2 (top right),
and 3 (bottom). We also show the one-dimensional distributions for the marginalized deviation parameters. The color scheme is the same as in
Fig. 1. Note that the range of the horizontal axes is smaller for the q = 2 plot than for the other two cases and the vertical axis range is larger
for the q = 3 plot than for the other two cases.

dependence of the systematic error on the eccentricity. As in
the Saini et al. comparison, here we compare with the Bhat
et al. total mass that gives the smaller differences (of the two
total masses that bracket our total mass).

In general, we find that the Bhat et al. results qualitatively
agree with ours. Specifically, we find that while the Bhat et al.

statistical errors scaled to our SNR would give a significant
GR deviation for the lower eccentricity and the lower total
mass, the larger total mass would give consistency with GR in
this case, in agreement with our results. Bhat et al. also find
a significant GR deviation for an eccentricity of 0.15 for both

total masses, in agreement with our result for an eccentricity
of ⇠ 0.18.

E. Checks of the scaling with SNR

As noted earlier, our injections with total mass 80M� and
luminosity distance 400 Mpc have network SNRs ⇠ 90–120
at the forecast O4 sensitivity we are considering, which are on
the higher side and way above the minimum SNRs of ⇠ 10
one obtains for the high-significance signals considered in the
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total masses that bracket our total mass).

In general, we find that the Bhat et al. results qualitatively
agree with ours. Specifically, we find that while the Bhat et al.

statistical errors scaled to our SNR would give a significant
GR deviation for the lower eccentricity and the lower total
mass, the larger total mass would give consistency with GR in
this case, in agreement with our results. Bhat et al. also find
a significant GR deviation for an eccentricity of 0.15 for both

total masses, in agreement with our result for an eccentricity
of ⇠ 0.18.

E. Checks of the scaling with SNR

As noted earlier, our injections with total mass 80M� and
luminosity distance 400 Mpc have network SNRs ⇠ 90–120
at the forecast O4 sensitivity we are considering, which are on
the higher side and way above the minimum SNRs of ⇠ 10
one obtains for the high-significance signals considered in the
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FIG. 5. The results from the IMR consistency test as the 90% credible regions of the joint posterior distributions of the recovered final mass
and spin deviation parameters for quasicircular, lower-eccentricity, and higher-eccentricity injections for mass ratios 1 (top left), 2 (top right),
and 3 (bottom). We also show the one-dimensional distributions for the marginalized deviation parameters. The color scheme is the same as in
Fig. 1. Note that the range of the horizontal axes is smaller for the q = 2 plot than for the other two cases and the vertical axis range is larger
for the q = 3 plot than for the other two cases.

dependence of the systematic error on the eccentricity. As in
the Saini et al. comparison, here we compare with the Bhat
et al. total mass that gives the smaller differences (of the two
total masses that bracket our total mass).

In general, we find that the Bhat et al. results qualitatively
agree with ours. Specifically, we find that while the Bhat et al.

statistical errors scaled to our SNR would give a significant
GR deviation for the lower eccentricity and the lower total
mass, the larger total mass would give consistency with GR in
this case, in agreement with our results. Bhat et al. also find
a significant GR deviation for an eccentricity of 0.15 for both

total masses, in agreement with our result for an eccentricity
of ⇠ 0.18.

E. Checks of the scaling with SNR

As noted earlier, our injections with total mass 80M� and
luminosity distance 400 Mpc have network SNRs ⇠ 90–120
at the forecast O4 sensitivity we are considering, which are on
the higher side and way above the minimum SNRs of ⇠ 10
one obtains for the high-significance signals considered in the
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FIG. 6. The same as Fig. 5 except for just the q = 2, 3 cases and only including the (2,±2) (coprecessing frame) modes in the injections and
recovery waveform model. Here the q = 2 plot now has the same horizontal axis range as the other plots (here and in Fig. 5) and the q = 3
plot has a larger range for the vertical axis.

LVK testing GR analyses [8–10]. There will be larger er-
rors on testing parameters (broader posterior distributions) for
lower-SNR signals, so apparent GR deviations due to eccen-
tricity can be lost in the statistical error at smaller SNRs. In the
high-SNR limit, the width of the posteriors scales like 1/SNR;
we want to check if this scaling works well for our injections.
We do not consider a low-SNR version of each of our injec-
tions (given in Table I) but make at least one for each of the
higher-eccentricity cases, as well as for one lower-eccentricity
case. We prepare our low-SNR injections as follows. For each
injection and TIGER, FTI, and MDR testing parameter, we
compute the luminosity distance at which we would expect to
exclude GR at 90% credibility. We compute this by finding the
scaling of the width of the 90% credible interval for which the
edge of the scaled credible interval would just touch the GR
value of zero, keeping the median of the posterior the same.
We then apply this scaling to the injected luminosity distance,
and for each test and mass ratio pick the injection and test-
ing parameter that gives the largest luminosity distance for
our low-SNR injection. The low-SNR injections then use this
scaled luminosity distance while keeping the other binary pa-
rameters the same as for the high-SNR ones. We then apply
the test to that injection just for the specific testing parameter
used to find the scaling. For this study, we do not perform the
IMR consistency test due to the significant systematic bias we
find for that test due to the presence of higher order modes.
The injected SNR in the low-SNR cases can be found by scal-
ing the SNRs quoted in Sec. III by the appropriate distance
scaling.

TIGER: For the TIGER test, it is the higher-eccentricity
case that gives the largest GR quantiles for all three mass ra-
tios. For q = 1, 2, and 3, we obtained the largest scaling
factors for ��̂3, �↵̂2, and �'̂3, giving 4.9, 3.7, and 3.8, respec-

tively. The results are shown as black unfilled violins in Fig. 1.
As expected, these posterior distributions are all broader than
their high-SNR counterparts, and the 90% bound is very close
to the GR value in the q = 1, 2 cases, though the median is
also notably shifted to lower values in the q = 1 case, with
a smaller shift in the q = 2 case. For q = 3, GR is still
excluded at 2.2� due to a shift in the median away from zero.
These shifts in the median are due to degeneracies between the
testing parameter and the chirp mass and between the chirp
mass and distance. The distance prior we have chosen fa-
vors larger distances and thus larger chirp masses, while larger
chirp masses are correlated with smaller values for these three
testing parameters. Since a lower SNR allows for a larger mis-
match of the model waveform with the injection, the degen-
eracy makes the testing parameter posterior peak at smaller
values. As discussed for FTI in [47], the degeneracy between
the testing parameter and chirp mass is most prominent for
�'̂0 and other low-PN-order parameters, but it is also present
for other testing parameters.

FTI: For FTI test, it is again the higher-eccentricity case
that gives the largest GR quantiles for all three mass ratios.
For q = 1, 2, and 3, we obtained the largest scaling factors for
�'̂3, �'̂7, and �'̂0, giving 2.5, 1.3, and 3.0, respectively. The
results are shown as black unfilled violins in Fig. 3. We ob-
serve that the scaling works very well for the q = 1 case, with
the 90% bound almost exactly at the GR value, and fairly well
for the q = 2 case, though GR is still excluded at 1.9�. How-
ever, while the posterior for q = 3 is broadened, as expected,
there is also a significant shift away from zero in the median,
and GR is still excluded beyond 3�, as it is in the high-SNR
case. This is due to the significant degeneracy between �'̂0

and chirp mass mentioned above, where larger �'̂0 values are
correlated with larger chirp masses, which are correlated with
the larger distances favored by our distance prior.

q = 2
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